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Abstract 

Within the research project “Methods and Tools for Computer-Assisted Media 
Analysis” funded by Deutsche Forschungsgemeinschaft, we have developed 
the software toolkit Videana to relieve media scholars from the time-consum-
ing task of annotating videos and films manually. In this paper, we present the 
automatic analysis tools and the graphical user interface (GUI) of Videana. The 
following automatic video content analysis approaches are part of Videana:
shot boundary detection, camera motion estimation, detection and recognition 
of superimposed text, detection and recognition of faces in a video, and audio 
segmentation. The GUI of Videana allows the user to subsequently correct er-
roneous detection results and to insert user-defined comments or keywords at 
the shot level. Furthermore, several research applications of Videana are dis-
cussed. Finally, experimental results are presented for the content analysis ap-
proaches and compared to the quality of human annotations. 

Introduction 

The research project “Methods and Tools for Computer-Assisted Media 
Analysis” (MT) of the collaborative research center “Media Upheavals” devel-
ops (a) the database system Mediana to allow media scholars to manage arbi-
trary textual and audio-visual data objects and supports related research work 
flows, and (b) the software toolkit Videana as part of Mediana which includes 
computer-assisted methods to support the scholarly analysis of audio-visual 
material, in particular images and videos.  

In this paper, we will discuss how far academic film studies can be sup-
ported by Videana in a quantitative manner. Clearly, the interpretation of au-
dio-visual scenes will be reserved exclusively to humans for a conceivable time. 
Nonetheless, computers can disburden media scholars from typically very 
time-consuming manual annotation tasks. In particular, the quantitative analy-
sis of the following elements of film and video composition can be supported: 
montage of shots (e.g., cut frequency), camera motion, a description of dis-
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played scene content, mainly with respect to faces and superimposed text, and 
audio information.  

Korte (2001) describes several elements of cinematic composition, some 
basic elements of shot and sequence protocols as well as several types of visu-
alization, such as graphics displaying shot composition, shot and sequence pro-
tocols and cut frequency diagrams. Some years ago, researchers have devel-
oped computer systems which support the task of creating shot protocols and 
simplify the generation of visualizations (e.g. scene and sequence diagrams, cut 
frequency diagrams). For example, the system filmprot was developed at the 
University of Marburg (Institute for Media, Giesenfeld 1991), while Korte de-
veloped CNfA (“Computergestützte Notation filmischer Abläufe”, i.e. “Com-
puter-based notation of cinematic episodes”; Korte 1992, 1994) at the Univer-
sity for Visual Arts of Braunschweig. However, these systems worked only in 
conjunction with particular analog video recorders which are not available 
anymore. The software Akira (University of Mannheim, Kloepfer), the software 
VideoAS (University of Jena, Olbrecht/Woelke), and the website CineMetrics.lv
belong to the more recent developments for the purpose of annotating (digital) 
videos but they do not include tools for automatic video content analysis.1

Finally, it should be mentioned that media content analysis is not only of 
interest for purposes of media studies. The proliferation of media data is rap-
idly increasing, e.g. if one considers the popularity of MP3 music files, digital 
photo collections of home users, digital videos, web-based video databases 
(e.g. youTube.com) and IPTV (Internet Protocol Television, e.g. Joost:
www.joost.com). Hence, it is obvious that the need for efficient search opera-
tions in large media databases is growing accordingly. Anticipating these recent 
developments, efficient content-based search in media databases has been a 
field of extensive research since the middle of the 1990s. 

Videana: A Software Toolkit for Video Analysis 

As mentioned above, the big advantage of computer assistance is the automa-
tion of formal and compute-intensive analysis tasks. For example, these are 
tasks such as the temporal segmentation of a video into shots, identification of 
the kind of montage of subsequent shots (cut, dissolve, fade, etc.), finding and 
recognizing superimposed text, recognition of camera and object motion, rec-
ognition of camera distance, information about the presence of actors, recog-
nition of audio events etc.  

1 See the papers by Tsivian and Kloepfer in this volume for a description of their 
applications. 
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Figure 1: The main window of Videana. On the left side, there is a window for playing a 
video. There are two timelines at the bottom which visualize the analysis results for the 
temporal segmentation of the video into shots as well as for face detections. The verti-
cal lines in the Cuts timeline represent cuts (abrupt shot changes), the colored (here: 
grayish) areas in the timeline Faces mark the sequences where a frontal face appears. 
Two timelines are presented for each kind of event: the upper one represents the total 
duration of a video, whereas the lower one zooms into a certain time period which can 
be selected in the upper timeline and is surrounded by a rectangle. Further timelines are 
displayed in case that the corresponding analysis results or user annotations are avail-
able for the related events of camera motion, superimposed text or audio events. On 
the right side, the temporal segmentation is presented in another way. Single shots are 
represented by three frames (beginning, middle, and end frame of a shot). By a mouse 
click on an icon, the related video frame is accessible directly, while a double click starts 
playing the video from this position.  

Up to now, the following automatic video content analysis algorithms are inte-
grated in Videana: Shot boundary detection, text detection and recognition 
(video OCR: optical character recognition), estimation of camera motion, face 
detection, and audio segmentation which segments the video into sequences of 
silence, speech, music and background noise. Based on a plug-in approach, any 
type of analysis algorithm can be updated, exchanged or removed easily. The 
graphical user interface (GUI) of Videana allows users to play videos and to ac-
cess particular video frames. Furthermore, the GUI allows users to manually 
correct erroneous analysis results.  
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As soon as a temporal segmentation of a video has been obtained, an icon 
is created for the first, the middle and the last frame of each shot. These icons 
are displayed to the user in the shot list view (see Figure 1). Such a view is also 
possible for scene segmentation but currently this segmentation has to be pro-
vided by the user manually. Videana offers functions to automatically generate 
diagrams with respect to brightness changes and cut frequencies for a video. 
Figure 2 shows a cut frequency diagram for a 30-minute movie sequence. The 
results of the different analysis algorithms are visualized in separate timelines: 
cuts, text, camera, face, and audio. The user can insert arbitrary comments and 
keywords for particular events and shots. All these metadata, generated either 
automatically or manually, can be saved in an MPEG-7 (“Multimedia Data De-
scription Interface”, Martinez 2002) XML file. The MPEG-7 standard formal-
izes the representation of metadata for audio-visual objects and establishes a 
basis for data exchange between different multimedia applications. 

Figure 2. A cut frequency diagram generated by Videana for a 30-minute film sequence. 

Shot Boundary Detection 

One of the most important tasks in digital video analysis is the segmentation 
of a video sequence into its fundamental units, the shots. A shot is generally 
understood as an audio-visual sequence recorded continuously without any in-
terruption. The transitions between shots can be abrupt or gradual; abrupt 
transitions are called cuts, gradual transitions are the results of chromatic or 
spatial editing effects, such as fade in/out, dissolves or wipes. 

Since the beginning of the 1990s, a huge number of segmentation ap-
proaches have been suggested. Widely known approaches were suggested by 
Yeo/Liu (1995), Hanjalic (2002), or Bescos (2004), particularly for cut detec-
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tion. To detect gradual transitions, general approaches as well as specialized 
detectors for certain effects have been developed (e.g. Hanjalic 2002 for dis-
solves, Truong et al 2000 for fade in/out). Many approaches for cut detection 
are based on the comparison of two consecutive frames. More recent ap-
proaches (Tahaghoghi et al 2005, Yuan et al 2005) compare all images within a 
short time window with each other to get more robust results. In the TRECVID

evaluation series2 such approaches could achieve the best recognition rates in 
2005: 95% of the cuts were found (recognition rate, “recall”), and 95% of all 
positions reported by these detectors were indeed cuts (“precision” of the re-
sult). The approach developed by the authors (Ewerth/Freisleben 2004) be-
longed to the top five approaches, which achieved a recognition rate as well as 
a precision of at least 90%. Twenty-one institutes from all over the world par-
ticipated in this study. The detection of gradual transitions has not yet reached 
this quality. Here, the recognition rate and the precision of the best approaches 
(Amir et al 2005; Yuan et al 2005) achieve approximately 80%. 

Camera Motion Recognition 

From an aesthetical point of view, camera motion is often used as an expres-
sive element in film production. Video compression formats like MPEG-1 or 
MPEG-2 exploit the large temporal redundancy in videos for data compres-
sion and thus support motion estimation based on pixel blocks for consecutive 
video frames. The runtime for the extraction of such motion vectors is very 
low compared to the decoding of a whole image and the calculation of the op-
tical flow field (calculation of motion for each pixel). Although the use of 
MPEG motion vectors improves runtime performance, a big part of these vec-
tors is often “noisy” and thus not optimal in the sense of a motion description. 
Based on these observations, we have developed an approach (Ewerth/ 
Schwalb/Tessmann/Freisleben 2004) which uses MPEG motion vectors for 
calculating the camera parameters. The “unreliable” motion vectors of a vector 
field are removed by an effective method in a preprocessing step, called “out-
lier removal”. The parameters of a 3D camera model are estimated by means 
of these remaining motion vectors using the Nelder-Mead algorithm for solv-
ing the minimization problem. The used model has the advantage that it basi-
cally allows the distinction between camera translation and camera rotation in 
the corresponding direction. Experiments with synthetic video sequences 

2 TREC, the Text Retrieval Conference, conducted a video retrieval evaluation for the 
first time in 2001. Since 2003, there is a separate annual Video Retrieval Evaluation 
Workshop called TRECVID; see also: www-nlpir.nist.gov/projects/ t01v. 
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showed that outlier removal leads to clearly better results. For zoom-in and 
zoom-out, a recognition rate and a precision of 99% (98% and 94% without 
outlier removal) could be achieved and the results for rotation around the z-
axis could be improved from 86% to 95% (recognition rate) and from 75% to 
89% (precision). We participated in the TRECVID evaluation 2005 using the de-
scribed system. Overall, twelve institutes participated in this “low-level-feature 
detection task” concerning camera motion. The evaluation required the analy-
sis of 140 news videos in total with a respective duration of 30 to 60 minutes. 
The submitted results should include all camera shots which contain horizon-
tal, vertical camera movement or zoom (in/out). For the purpose of evalua-
tion, the organizers finally selected approximately 2000 shots from the 140 
videos obviously containing (or obviously not containing, respectively) camera 
motion or zoom. Besides achieving good results for the recognition of hori-
zontal camera movement (“pan”: 76% recognition rate, 92% precision), our 
system reached the second-best result regarding vertical movement (“tilt”: 72% 
recognition rate, 96% precision) and the best result with respect to zoom rec-
ognition (89% recognition rate, 93% precision). 

Detection and Recognition of Superimposed Text 

Superimposed text often hints at the content of an image. In news broadcasts, 
for example, the text is closely related to the current report, and in silent mov-
ies it is used to complement the screen action with intertitles. Involved algo-
rithms can be distinguished by their objective, whether it is text detection, lo-
calization or tracking (in videos), text segmentation (also called text extraction) 
or text recognition (Jung et al 2004). A text detector answers the question 
whether there is any text in an image or shot, and where it is. Then, text seg-
mentation crops localized text out of the image to yield black letters on a white 
background. This step is necessary to feed the result into an OCR program, 
which transforms the image into machine-readable text. A non-uniform back-
ground would impair this process. Exemplary results of these three stages are 
depicted in Figure 3. 

Automatic optical character recognition (OCR, normally on scanned text 
pages) has been a research topic since decades, and text detection, segmenta-
tion and finally recognition in images and videos has been investigated for 
more than 10 years now. This led to a plethora of methods that are surveyed 
by Jung et al (2004). The work conducted in the authors’ workgroup includes 
proposals for text detection (Gllavata/Ewerth/Freisleben 2004a) and text 
segmentation (Gllavata/Ewerth/Stefi/Freisleben 2004; Gllavata/Freisleben 
2005) as well as a method for tracking moving text across several video frames 
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(Gllavata/Ewerth/Freisleben 2004b). The proposed text segmentation method 
was able to boost the word (character) recognition rate from 62% to 79% 
(76% to 91%) on a set of test images (Gllavata/Freisleben 2005). Recently, the 
Tesseract OCR engine (Vincent 2006) has been integrated into Videana, such 
that the software is now able to annotate shots with localized and recognized 
words automatically. 

Figure 3: The images on the top row show the result of text localization. The middle 
row depicts the results of the text segmentation process, in which the background has 
been removed and the text has been marked black. In the last row, the result of the 
recognition software (OCR) is shown. 

Detection and Recognition of Faces 

Face processing in images and videos is composed of face detection and face 
recognition. Yang et al (2002) give a comprehensive survey on the detection 
problem, while face recognition is surveyed by Zhao et al (2003). Face detec-
tion can be viewed similar to text detection: The detector decides whether 
there are faces in an image or shot, and typically solves the localization prob-



Ralph Ewerth et al | Videana: A Software Toolkit for Scientific Film Studies 

108 

lem, too. Videana applies the method of Viola and Jones (2004) from the Intel 
Open Computer Vision Library (OpenCV) to detect frontal faces. It yields a 
detection rate of 92.1% on relevant standard test sets (containing 130 images 
with 507 faces overall) with 50 false positives (Viola and Jones 2004). In face 
recognition, two different scenarios can be distinguished:  

• Identification: the system has to recognize the identity of a given face im-
age by comparing it to known faces in its database, or to reject it as un-
known. 

• Verification: the system judges whether a given face image fits a given 
identity claim based on its database. 

The 2002 Face Recognition Vendor Test (FRVT) has shown (Phillips et al 
2002) that current face recognition technologies are able to achieve recognition 
rates higher than 90% under certain conditions. The identification (or recogni-
tion) rate is the percentage of faces that could be matched correctly with a 
known face in the database. If a face could not be recognized, two kinds of er-
rors are possible: False alarms (or false accept), meaning that a face was falsely 
recognized as a wrong (known) face; and false rejects, meaning that a known 
face was not recognized as known at all (Phillips et al 2007). Summarizing, the 
study of Phillips et al (2002) drew the following conclusions: 

• Best systems reached identification rates of 90% (false alarm rate 1%) for 
indoor images. For only 0.1% false alarms, the identification rate was 80%. 

• The better systems were not sensitive to illumination for normal indoor 
images. 

• 3D models improved the results, by morphing the head’s pose to a frontal 
view.

• The identification of faces in outdoor images did not work satisfactorily: 
50% identification rate at a false alarm rate of 1%. 

• There was no difference in recognition rate whether single still images or 
video sequences were used as source material. 

• It was more difficult to recognize younger faces than older faces. 

• The recognition rate for male faces was higher than that for female faces. 

• The recognition rate dropped linearly with the logarithm of the database 
size (number of persons). 

The 2006 FRVT study (Phillips et al 2007) assessed the development of indus-
try-strength face recognition technology since 2002. It also covered iris recog-
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nition (Iris Challenge Evaluation 2006) and investigated 3D face data and high 
resolution images in addition to the previous test. Several improvements over 
the older results are reported: 

• The identification rate was improved considerably, lowering the false re-
jection rate (having 0.1% false alarms) by a factor of 4 to 6, depending on 
the actual algorithm. 

• Under improved illumination conditions and using very high resolution 
images, the identification rate reached 99% (at 0.1% false alarms), corre-
sponding to a reduction of false rejections by a factor of 20. 

• Handling of uncontrolled conditions was improved, reaching the con-
trolled identification rates of 80% (at 0.1% false alarms) of the 2002 can-
didates. 

• Interestingly, the top algorithms were able to match or even do better than 
human face recognition performance on unfamiliar faces under illumina-
tion changes. 

These results show the state of the art in face recognition technology when 
one can control the circumstances under which face images are taken. Taking 
into account the lower resolution of videos and that the recording environ-
ment might be arbitrary in videos, these results also suggest that it is difficult 
to index a video by appearing faces. This and the better exploitation of the 
large amount of single still images in a video sequence is an area for future re-
search. 

Although a specific face identification system may be useful for media re-
search purposes (i.e. to answer questions like “in which shots did a given per-
son appear?”), Videana currently contains a general person recognition system 
yielding an index of appearing persons over time for any video (Ewerth/Müh-
ling/Freisleben 2006). Its single prerequisite is just a given segmentation of the 
video into shots or, optionally, scenes. The result is a set of appearing persons, 
and for each a list of shots in which he or she appeared. In principle, this sys-
tem is able to detect and recognize both frontal and profile faces, but the cur-
rently employed OpenCV detector is not technically mature enough to detect 
profile faces reliably (and will be replaced for this reason in the near future). 
Frontal faces are precisely detected, which is mainly due to a good recognition 
of the eye region. This fact enables us to correct in-plane rotations of the head 
resulting from leaning the head to either shoulder (see Figure 4 for examples). 
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Figure 4, upper row: Examples of leant heads, leading to in-plane rotation of the face. 
The lower row shows the same faces after they have been rotated back to an upright 
position by Videana’s face recognition system using the detected position of the eye re-
gion. This step is important for a later comparison of two faces.  

After a first grouping phase, a further analysis is applied to persons who ap-
peared in more than a predefined minimum number of shots. This analysis 
aims at finding face features that best discriminate this face group from the 
other groups. Finally, the classification is re-run using these group specific fea-
tures. Preliminary results for the recognition of frontal faces are very promis-
ing. In particular, the correction of in-plane rotation and facial feature selection 
significantly improve the results: Based on a TV discussion sample, sufficiently 
large clusters could be built for 5 of the 6 appearing persons that could be used 
to represent a person and learn the specific facial features. The recall rate was 
84% at 94% precision for the clustering (i.e. only 6% of the persons associated 
with a group did not conform to the group’s main identity). The baseline sys-
tem reached only a recall rate of 71% for the same precision score. 

Applications of Videana 

There are many applications to employ Videana for film studies. For example, 
we have conducted a case study in conjuction with the research project “In-
dustrialization of Perception”, which is also part of the Siegen research center. 
Videana’s batch mode for shot segmentation allows users to analyze a number 
of videos automatically. This batch mode has been utilized to exemplarily ana-
lyze the cut frequencies of seven short films from the period of 1907-1913 
from the USA and France. For example, it can be easily seen that the average 
cut frequency (ACF) of the American films is higher than that of the French 
films, and the ACF of the films of the 1911-1913 period is nearly twice as high 
as the ACF of the period 1907-1909. Of course, a larger number of videos is 
needed to obtain empirical evidence about such data. However, a tool such as 
Videana allows researchers to analyze a large number of videos with respect to 
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related research questions – annotating all these video manually would be a 
very time-consuming task. 

Another project that applies Videana is “Media narrations and media 
games”, also part of the Siegen research center. This project investigates hybrid 
forms of game and narration, which are observable in computer games and 
feature films since the 1990s. The aim is a formal-aesthetical and function-
logical analysis of these sequences and a summarization into a typology. Be-
sides supporting these research activities by means of the basic functionality 
provided by Videana, an extension is currently being developed which is able to 
learn certain sequence types or semantic concepts. For example, the underlying 
audio-visual data characteristics of narrative and playing sequences in com-
puter games and feature films can be learned automatically. A possible applica-
tion would be to let the software classify shots in such hybrid videos into nar-
rative or interactive shots. In a next step, it could be analyzed which features 
allow to distinguish between these sequences and the others at the level of sig-
nal processing and machine learning. Of course, it would be left to media sci-
entists to interpret these results. 

Finally, the software toolkit Videana has been utilized for psychological re-
search in an external cooperation, conducted together with Klaus Mathiak 
(RWTH University Aachen, Germany) and Rene Weber (University of Cali-
fornia, Santa Barbara). An automatic semantic video analysis system was de-
veloped (Mühling et al 2007) to support interdisciplinary research efforts in the 
field of psychology and media science. The psychological research question 
studied is whether and how playing violent content in computer games may 
induce aggression. To investigate this question, the extraction of meaningful 
content from computer games is required to gain insights into the interrela-
tionship of violent game events and the underlying neurophysiologic basis 
(brain activity) of a player. Previously, human annotators had to index game 
content according to the current game state, which is a very time-consuming 
task. The automatic annotation of a large number of computer game re-
cordings (i.e. videos) speeds up the experimentation process and allows re-
searchers to analyze more experimental data on an objective basis. The pro-
posed computer game video content analysis system for computer games ex-
tracts several audiovisual low-level as well as mid-level features and deduces 
semantic content via a machine learning approach. This system requires man-
ual annotations only for a single video to facilitate a semi-supervised learning 
process. Experimental results demonstrated the usefulness of the proposed 
approach for such research: 91% of the game events of inactive, preparation, 
search and violence could be recognized correctly. 
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Planned Extensions for Videana 

There are several areas for future work. It is expected that exchanging the cur-
rent face detector improves the results of face detection (and also recognition) 
of non-frontal faces. Furthermore, it is planned to combine face recognition 
with speaker recognition technology to exploit the audio stream of videos, in 
order to obtain a multimodal person recognition system. This way, the robust-
ness of Videana’s person indexing module will hopefully be improved. 

On the other hand, we are further planning to investigate the detection of 
semantic concepts (for example, “indoor/outdoor” via exploitation of depth-
information extracted from the video-stream, “war”, “politician” etc.). This 
could be, together with the already implemented segmentation algorithms 
(shots, persons, audio), the basis of automatic storyline extraction, although 
this will probably not work in a fully automated manner in the near future. 

Automatic Analysis versus Human Annotation 

In this section, we briefly summarize the capabilities of state-of-the-art video 
analysis algorithms and compare the analysis performance of automatic com-
puter systems with the quality of human annotations. In the field of shot 
boundary detection, state-of-the-art cut detection algorithms achieve recall and 
precision values of about 90% to 97%, whereas the detection of gradual transi-
tions does not reach this quality and lies at approximately 80%. Similar results 
are achieved by camera motion estimation algorithms (80% to 90% recall at a 
precision of 95%). The research in the field of face detection is as good as de-
scribed above, while recent algorithms demonstrate impressive recall and pre-
cision values of almost 100%. Up to date results in face recognition exhibit 
reasonable performance (90% recognition rate at a false alarm rate of 1%), 
whereas the recognition of persons in arbitrary video sequences is a clearly 
more challenging task. The performance of general semantic concept detection 
algorithms varies strongly depending on the type of the concept. The following 
examples show average precision values for some selected concepts, as they 
were obtained by the best systems at TRECVID’s high-level feature detection 
task in 2005: map 53%, sports 52%, mountain 45%, car 37%, people walk-
ing/running 35%, US-flag 25%, explosion/fire 12%, and prisoner 5%. 

Intuitively, one might think that humans always achieve a recognition rate 
of nearly 100%, but subjectivity and diminishing attention seem to be limiting 
factors. The comparison of manual annotations against each other shows the 
performance of automatic software systems in a more favourable light. Con-
cerning some features, automatic analysis algorithms even outperform human 



Ralph Ewerth et al | Videana: A Software Toolkit for Scientific Film Studies 

113 

annotations. For example, the correlation of two manual annotations concern-
ing camera motion revealed 66% recall at 100% precision for pan, respectively 
34% recall at 94% precision for tilt (Bailer et al 2005), while automatic camera 
motion algorithms achieved 89% recall at 96% precision respectively 80% re-
call at 100% precision against another human annotation. Similar results can 
be observed in the field of shot boundary detection: in our experiments, the 
consensus of our (human) annotations lies between 80% and 97% with respect 
to the official (human) TRECVID annotation. Interestingly, these results are 
comparable to the best automatic systems evaluated at TRECVID.

A similar result can be observed in the psychological study of Weber et al 
(2006), which was later supplemented with our video analysis system. To be 
able to investigate interrelationships with the player’s brain activity, the follow-
ing game states of game sessions had to be annotated manually: inactive, 
preparation, search/exploration and violence. Weber et al (2006) report an in-
ter-coder reliability of 0.85 for human annotators. Our automatic system dem-
onstrates an excellent performance achieving an accuracy of up to 91% with 
respect to a human annotation.  

Overall, it can be concluded that particular computer-based analysis ap-
proaches have reached a sufficient level of maturity and hence it is obvious 
that software tools can significantly aid scientific media analysis. In particular, 
they allow researchers to analyze larger data sets on an objective basis. Of 
course, humans still can do many things better, for example object/back-
ground separation, person recognition in arbitrary videos or generic object 
recognition, and last but not least, the qualitative interpretation of scene con-
tent will be reserved exclusively to humans for a conceivable period of time. 
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