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Abstract 
This article uses the Google Clips camera as a case study to illustrate 
the impact of autonomous machine learning on self-perception, and 
to investigate how ‘delegation’ of our self to those cameras occurs. The 
research is based on reviews of the Google Clips camera, analysed us-
ing Computer Assisted Qualitative Data Analysis (CAQDAS) and in-
terpreted using Don Ihde’s postphenomonological framework com-
plemented by Bruno Latour’s relation analysis. Positioning the Clips 
camera as a technological mediator, the analysis concentrates on hu-
man-technology-world interaction relations. The research findings 
include changes in self-perception through complex concepts, such as 
autonomy, agency, and rationality. 
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Introduction 

What if we could build a product that helped us be more in-the-moment with the 

people we care about? What if we could actually be in the photos, instead of always 

behind the camera? What if we could go back in time and take the photographs we 

would have taken, without having had to stop, take out a phone, swipe open the 

camera, compose the shot, and disrupt the moment? And, what if we could have a 

photographer by our side to capture more of those authentic and genuine moments 

of life…[1] 

The Google Clips camera is an intriguing and tempting prospect. Who would 

not want to use an ‘autonomous’ camera, boasting cutting-edge technology 
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paired with machine learning algorithms, in order to be more ‘in the mo-

ment’? Who would not want to be in the picture, rather than behind the cam-

era; to possess a ‘photographer by his side to capture more of those authentic 

and genuine moments of life’? And achieving all of this without having to 

think about shutter configuration, composition, and the objects in the photo. 

Functioning as a mediator, the autonomous Clips camera is a part 

Google’s drive to create and maintain a digital Doppelgänger. Users delegate 

intentions, actions, and choices to their doppelgänger – enhancing, but also 

possibly undermining, their autonomy as human subjects. The Clips camera 

is just one of many technology consumer lifestyle products produced by 

Google. When considered as part of an interlinked network of products and 

services offered by Google and other platforms, it is possible to identify the 

beginnings of a trend, pointing toward the erosion of our autonomous 

thought and action. 

In the section that follows, I describe the Google Clips camera and its 

place in the field of digital photography, before describing the theoretical 

background to the study. The next section outlines the research methodol-

ogy, followed by the results of the analysis and a discussion of the findings. I 

then conclude with a brief consideration of the implications of my findings, 

and potential areas for future research. 

Google Clips 

In October 2017, after a three-year development process, Google, the multi-

national technology company, unveiled a new hardware product, Clips. A 

two-inch compact camera which could be ‘clipped’ to clothing or other ob-

jects (thus the name), the Clips camera was distinguished by its autonomous 

operation. The camera’s artificial intelligence software architecture enabled 

it to independently determine when to take a picture, guided by its algorith-

mic characterisation of a specific event as ‘interesting’.[2] The selection of 

such events is facilitated by the camera’s algorithm ‘learning’ to identify sig-

nificant associations connected to the camera’s user, such as family members, 

pets, locations, and events. This learning guides the camera in generating 

‘suggested clips’, which the user is more likely to save.[3] A key feature of 

Clips is its independent capacity to determine the best timing for a photo-

graph, and then self-processing the image by means of its hardware and al-

gorithms – without the need for human intervention.[4]  
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In late 2019, Google decided to withdraw the Clips camera from the con-

sumer market.[5] Unlike other discontinued Google hardware products, such 

as Google Glass, this was not due to concerns about privacy intrusions, but 

something more mundane: ‘the device was panned in reviews for poor image 

quality and for not recording sound for its video clips’.[6]  Comments and 

feedback included complaints by early users that the camera was ‘too unpre-

dictable’[7] for their liking. 

Digital photography is not a new phenomenon. The first digital cameras 

became available on the mass consumer market in the late 1990s. Google was 

not a pioneer in developing the digital photography consumer market. How-

ever, the synchrony of Google’s suite of technology products, together with 

their accessibility (most operate on a free or ‘freemium’ model) has under-

pinned the evolution of what can be described as ‘digital memory’: the ability 

to store virtually unlimited numbers of images, together with the capacity to 

categorise, analyse, retrieve, and edit this data, with or without direct human 

intervention. The reduced cost of on- and offline storage media, in conjunc-

tion with the smartphone revolution – in effect, placing a digital camera in 

the pocket of billions of people – has been key to this evolution, through the 

image data analysis that makes innovations like the Google Clips camera pos-

sible. It is estimated that at the present time, we shoot (and, by default, save) 

the staggering amount of 20.5 billion images a day.[8] 

Digital photography, and the use of digital photography platforms as a 

repository of events, social connections, and memories, is ubiquitous. Be-

tween this and the sheer volume of digital images produced on a daily basis, 

it seems surprising that ‘unpredictability’, in and of itself, caused the failure 

of Google Clips. This paper seeks to explore the market experiment (and fail-

ure) from another perspective: its potential to function as a reliable photo-

graphic self-doppelgänger. I am interested in exploring the experiences of 

early-adopters of the Clips camera; specifically, how might the use of an au-

tonomous camera as a mediator of lived experiences change one’s perception 

of self? 

The self and self-concept 

The meaning of ‘self’ is continuously shaped and altered by changes in cul-

ture, the social sphere, and in technology. With regards to this article, I am 



NECSUS – EUROPEAN JOURNAL OF MEDIA STUDIES  

218 VOL 9 (1), 2020 

interested in the changes for our self-concept. I will cite Baumeister as a work-

ing definition: ‘The individual’s belief about himself or herself, including the 

person’s attributes and who and what the self is.’[9] In his view, the self-con-

cept emerges from social and linguistic meaning. The changes in temporal 

and spatial notions of self have shaped sociological discussions about the self 

in the modern age.[10] The technology of the late information age has the 

potential to change how we consider these questions,[11] particularly with re-

spect to the sense of self autonomy.[12] In considering the notion of auton-

omy, I rely on Searle and his predecessors’ notion of autonomy as influenced 

by his definition of intention, as ‘the psychological states that produce and 

guide action’.[13] 

From philosophy of technology to technological mediation 

An influential school of contemporary philosophers and thinkers about tech-

nology, including Latour, Ihde, and Mitcham,[14] have critiqued the pessi-

mistic and essentially dystopian assessment of technology presented by an 

earlier cohort of thinkers, including Ellul, Heidegger, and Jaspers. This latter 

school of thought argues that their predecessors sought to impose a uniform 

model of attitudes toward ‘Technology’. In opposition to this, the new gen-

eration of technology thinkers have proposed new paradigms for conceptu-

alising the relationship between technology and lived experience, focusing 

principally on the role of technology as a mediator, building and shaping the 

relationship between human users and the wider environment; thinking of 

technology acting as a catalyst, enzyme, or inert linkage, depending on use, 

context and meaning.[15] 

Ihde’s taxonomy of the differing experiences of technology identifies 

four types of mediating relationships. The first, embodiment, describes the ex-

perience of technology as though it were a part of our bodies. Ihde’s second 

category is the hermeneutic, where technology allows one to ‘read’ the world 

better. One example is digital thermometers such as a weather app, which 

help us ‘feel’ climatic conditions in other physical locations. The third cate-

gory is alterity. This category conceptualises ‘technology’ as an independent 

object or physical presence in and of itself. A good example of alterity rela-

tions would be humanoid robots, capable of some form of two-way commu-

nication with their human users.  
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Ihde’s final category is the background relation. In this form, technology 

operates in the background of everyday life. It does not occupy an overt place 

in our everyday lives; but nevertheless, it constitutes an integral part of a 

landscape saturated with countless technologies.[16] Collectively, what we 

can take from this is the notion of co-construction, and how this extends the 

mediating relationship beyond the human user and into the world.[17]Latour, 

for his part, based his analysis of the relationship between humans and tech-

nology in terms of ‘actor’ and ‘network’. Consequently, his conceptualisation 

is often described as ‘actor-network theory’ (ANT).[18] Following Latour, if 

one thinks symmetrically, then one must conclude that agency cannot be re-

stricted to human beings – which, incidentally, explains his preference for 

the term ‘actants’, rather than ‘actors’.[19] 

Latour explicates this distinction through the concept of technical medi-

ation, which he describes in a number of ways. One example is that of trans-

lation. When a technological tool mediates a relationship, it does so through 

the ‘translation’ of a ‘program of action’. Another example, according to 

Latour, is composition. Composition assumes that mediation incorporates not 

just the translation of programs of action, but also (and simultaneously) the 

linkage of actants into action.[20] 

This paper focused on delegation, which is Latour’s principal category of 

technology mediation. Latour famously used the example of a speed bump 

to capture the notion of delegation. The desired program of action (for driv-

ers, to reduce their speed) is ‘inscribed’ in asphalt, performing a function not 

dissimilar from that of a policeman signaling speeding drivers to slow 

down.[21]  

Questions relating to surveillance and privacy are a central aspect of the 

broader discourse about technology in general, and Google’s increasing pres-

ence as a panopticon-like entity in particular. This consideration of the 

Google Clips camera will not explore these issues in detail, however, for two 

reasons. First, there are numerous, comprehensive assessments of these is-

sues in relation to the use of autonomous products and platforms.[22] That 

aside, a fundamental aspect of research into changes in self-perception from 

a phenomenological perspective is the focus on the actual experience of users 

vis-a-vis the product. Given that neither privacy nor surveillance were men-

tioned as key factors by the users surveyed in this study, it seems redundant 

to explore this particular issue further in the present context. 
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Methodology 

Any attempt to analyse the influence of autonomous products and services 

on self-perception must engage with two fundamental issues: the wide range 

of products and services offered to consumers, and the number of users of 

these products. This is particularly pertinent in an analysis of a product made 

by Google, the largest technology company in the world.  

With regards the first point, Google is made up of a large suite of inter-

connected services. Whilst remarkably diverse in terms of user functionality 

and accessibility, they collectively constitute a common – and extremely 

large – pool of data. In relation to the second, some estimates suggest that 

Google has as many as 2.2 billion users.[23] Given the breadth of data availa-

ble, it was necessary to delineate the scope and focus of the research data, to 

ensure its direct relevance to the research question.  

I chose content analysis as my key research tool in order to steer my anal-

ysis away from an abstract and ungrounded discussion about autonomous 

products. Specifically, I used a special type of content analysis: netnogra-

phy.[24] This method allows for the collection of data in naturalistic settings 

with minimal intervention from the researcher, thus creating a range of pos-

sibilities for subsequent analysis.[25]  

Netnography studies cultural phenomena by analysing online discourse 

in social networks and communities. Researching a user community of 2.2 

billion users is, self-evidently, a daunting task, and thus requires some form 

of delineation. I settled on the community of technology reviewers for the 

consumer media, by definition ‘early adopters’ of emergent technologies. As 

a technologically literate group of users, keen to try products that do not have 

existing analogies in the technology consumer market, it is reasonable to as-

sume that they would be influenced by such use more than subsequent users. 

Of the several forms of collating data for netnography, I chose to use blog 

research, concentrating on five key technology publications that operate 

technology review blogs: The Verge, Wired, Engadget, Ars-Technica, and The 

Keyword (the last is maintained by Google).[26] These publications were se-

lected due to their reputation as leading representational techno-cultural 

publications.  

All five blogs were mined for references to the Clips camera; data mining 

was carried out manually. In each publication, a search for reviews and com-

ments relating to the Google Clips camera was conducted, and the webpage 

search results were saved as PDFs for further analysis. Typically, the first blog 
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reviews are published at the time of a product’s launch. While the product is 

not commercially available at this time, and as such would not have attained 

its full societal impact, this time point is optimal for identifying the changes 

in routines and usage that ensue from the introduction of new technology. 

While mining from the various sites, I focused on articles and responses that 

specified how users experienced the world differently while using the prod-

uct. 

Atlas.ti, a computer-assisted qualitative data analysis software pro-

gramme, was used to collect and code all the data mined.[27] The coding 

scheme was built from grounded codes and theoretical post phenomenolog-

ical concepts mentioned earlier. The analysis and interpretation of the data 

was guided by Latour and Ihde’s postphenomonology theoretical framework 

and by Searle’s concept of autonomy and intention, which I will discuss 

later.[28]  

How did we get here? Creeping towards the Clips camera  

Expanding from Gibson’s affordances theory, which adopts the term ‘af-

fordance’ to describe the different ‘possibilities for action’ provided by dif-

ferent technologies,[29] it is possible to identify several possible actions cre-

ated by the phenomenon of digital photography, as compared to its physical 

counterpart: editing, manipulating, storing, retrieving, and so on. One aspect 

of the next phase of the information age, commonly described as the Fourth 

Industrial Revolution,[30] relates to the possibilities afforded by the expo-

nential leap in the availability of data volume and cloud storage, coupled with 

developments in software algorithms, high networking rates, and hardware 

capabilities. The underlying presumption is that the synergy enabled by 

these changes will have a paradigm-shifting impact on how we live. With re-

gards to photography specifically, the ready availability of technological ca-

pabilities in the late digital age point to one nexus – the shrinkage, by several 

magnitudes of order, in the marginal cost of storing and accessing digital 

photographs. This change has completely reconfigured the underlying pur-

pose and potentiality of photography. 

Nevertheless, physical interaction between user and object is still required 

in order to ‘perform’ photography; the human photographer requires a dig-

ital camera of some sort, the technical knowledge required to operate it, and 

the spatial and social awareness necessary to capture an image as and when 
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desired. Human intervention, by way of decision making, is still required for 

identifying, composing, and capturing a specific image – ‘point and shoot’ 

requiring somewhat more in terms of individual agency than the catchphrase 

suggests. The unique selling point of the Clips camera, when it was intro-

duced to the consumer market, was that it made it possible for a user to ‘del-

egate’ the intention of photography: the act, the many decisions that precede 

the act, and the subsequent creation of a digital memory. Over and above the 

creation of a digital memory, digital photography also incorporates a num-

ber of subsidiary affordances, by virtue of the metadata that is created along-

side a digital image – location, time, participants, and so on. 

Given Google’s digital dominance it is no surprise that it is the preemi-

nent location for saving and sharing these digital memories – through Gmail, 

Google Drive, and so on. These manifold usages grant Google, directly and 

indirectly, access to an almost infinite resource of user-generated visual data, 

which it can use in training its machine learning algorithms to accomplish a 

range of tasks hitherto unachievable. The attraction, from the archetypal 

user’s perspective, is that this facilitates the creation of a digital doppelgänger 

– tacit or explicit acknowledgment of changing aspects of one’s notion of self, 

and self-perception.   

The creation of a digital doppelgänger unfolds in a number of comple-

mentary ways. First, Google is not a person, but rather a virtual entity; its very 

un-corporeality may afford users the emotional or intellectual distance that 

otherwise may inhibit such sharing behaviour, and indeed may strengthen 

their comfort and confidence in using the platform. Beyond this, Google’s 

powerful algorithms have the capacity to enable automation of memory 

functions. Consider, as an example, the functioning of the Google Photos ap-

plication in creating albums and event collages for its users. The application 

sends email alerts about the compilation of a new album; it makes automatic 

corrections to photos; edits short videos; and even curates special collections 

of photographs, featuring people whom its algorithms have identified as rel-

evant for us. Through these manifold actions, the Google photo application 

personalises the digital image memories of its users, in the process trans-

forming the user’s relationship with Google to something akin to a back-

ground-mediated relationship.[31] Many of the functions that users once had 

to do themselves to personalise digital images – assuming that they possessed 

the requisite technical knowledge – are now performed automatically. This 

facilitates the seamless delegation of hitherto agentic actions to a digital dop-

pelgänger. 
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What allows for this seamless transition? One possibility is Google’s re-

markable capacity for organising and recalling information – the platform 

helps users to ‘find a needle in the haystack of the best images’.[32] Research 

into similar products[33] indicates that this is a two-step process, involving 

both machine learning and human labor.[34] The first step is human agency, 

users actively tagging photographs, designating specific images/loca-

tions/people as ‘favourites’, deleting unwanted images, sharing images with 

other users, and so on; a process of organisation and taxonomy, in essence. 

Other key classification activities are facilitated passively. These include geo-

tagging, shooting time, image capture data (focal length, aperture key, ISO), 

and camera data, which are generated automatically when the image is cre-

ated. Thus, the digital doppelgänger begins to learn its human user’s prefer-

ences – when and where they use their cameras, the images they like, and 

what they tend to do with different types of images. From this, the doppel-

gänger is able to construct a predictive profile, enabling it to perform these 

actions on the user’s behalf in the future.  

Some may consider it ironic that, having taught (albeit passively) the al-

gorithm to identify personal preferences through the wealth of data created 

and stored on Google’s servers, the process of creating a digital image is then 

turned on its head. But the converse is perhaps a more convincing consider-

ation. Given its capacity to categorise data and conceptualise patterns, it 

might be that the logical next step would be to outsource the active stage of 

creating a digital image to a non-human entity – an autonomous camera. A 

camera that will be present at every moment of their life; that can decide 

when to take a photo, or of whom, on behalf of a human agent, and with a 

precision as accurate as that of the human. Going back to Ihde’s conceptual-

isation, one can think of the Clips camera in terms of a movement from an 

alterity relationship to a background relationship; from conscious and delib-

erate effort in relation to the object (the camera) to achieve an outcome to 

accepting this process as a given, facilitated by technology. The technology is 

working behind the scenes, as it were, without drawing deliberate attention 

to itself and without the need to be activated.[35] 

Delegating vs outsourcing our self-functions? 

The Google Clips camera presented a unique opportunity to observe and 

conceptualise the delegation of individual agency to a technology platform – 
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in this case the multi-layered infrastructure that links the full suite of Google 

products. Following Latour, delegation is a form of technological mediation 

carried out by a combination of mediating factors that allow the player to 

act.[36] In information age platforms, delegation occurs in relation to central 

self-functions and is uniquely operated, almost the same as the outsourcing 

of the self. 

The sense of excess information – the desire to be present in the virtual 

sphere, on social networks, for example – means that users must contend 

with an overflow of activities that require attention and effort to process. In 

the case of the Clips camera and digital photography, delegation is initiated 

and performed through processing and uploading meaningful digital images, 

aspects of one’s digital memory, to a repository where they can be accessed 

at a later date. Generally, given the subjective and intimate nature of such 

processes, the expectation would be for personal intervention in this process 

– agentic action. But on the other hand, users generally desire a frictionless 

life, without the encumbrances of uncertainty. This desire explains the at-

traction of delegation – automating and outsourcing the execution of 

straightforward or routine tasks to a doppelgänger, capable of performing 

these tasks just as they would have themselves. Clips, and the Google tech-

nology that ‘afforded’ its functionality, facilitates this act of delegation – the 

‘personalisation’ of the products and services of a specific platform. 

Advances in information technology – volume and accessibility of data, 

the increased sophistication of algorithmic functions, networking, cloud 

computing, and hardware[37] – all create affordances for this form of dele-

gation.[38] In the present case, the Clips camera deploys advanced machine 

learning algorithms for the purposes of image recognition and image pro-

cessing; these facilitate the personalisation of the act of photography, by 

identifying the factors that characterise the digital images captured by a user. 

Who are the people who matter to us? What situations and events are im-

portant to us? What style of photography do we like more? Which locations 

and settings resonate with us more strongly than others? 

In this context the two-step process described above, of human interven-

tions and machine learning, is both complementary and self-reinforcing. 

The user has the incentive to invest time and effort in ‘training’ the algorith-

mic process, once convinced that ultimately this will save time – and cru-

cially, function as though the user were directing the operation personally. 

As the user develops trust in the system, it then becomes easier to delegate 
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wider functions to the non-human agent; by receiving information and re-

ceiving wider autonomous ‘user’ privileges and permissions, the non-human 

actor reinforces its capabilities even further.The transition to a background 

relation, as conceptualised by Ihde, is the product of delegation turned to 

outsourcing. It is important to distinguish this, however, from the simple out-

sourcing of mechanical or basic cognitive activities, as done by earlier tech-

nologies. What occurs here is the outsourcing of capabilities that were once 

the exclusive province of the self: thinking, control, decision-making pro-

cesses. 

This poses an interesting question. If these outsourced processes are ulti-

mately performed without our conscious knowledge or awareness, can they 

still be conceptualised as delegation, in the manner Latour suggests? Once a 

user has bestowed upon their digital doppelgänger the ability to discern and 

perform one’s intentions, can the act still be regarded as having been medi-

ated by virtue of the human actor ‘translating’ their intent?[39] And from this, 

would an autonomous camera remain a non-human actor, or could it possi-

bly be viewed as an extension of the self?[40] My contention is that this 

unique pattern of delegation is not explained by existing theories of techno-

logical mediation, or by the extended mind theory.[41] 

Can we delegate our intentions? 

To understand the role of human agency in the process, we must first clarify 

the concept of intentionality. Intentionality, a key concept in the philosophy 

of self, has been defined and interpreted in many different ways over the 

years.[42] For the purposes of the current study, I rely primarily on John 

Searle’s exposition of the concept of intention. Searle defines intentionality 

as: ‘that feature of certain mental states and events that consists in their being 

directed at, being about of, or representing certain other entities and state of 

affairs’.[43] Building on Searle, Bratman considers intention – as opposed to 

urge – as a means by which the self regulates interactions and long-term ac-

tivity, and specifically the regulation of self-activity in both the synchronic 

and the diachronic planes.[44] Smith, going further, defines intentions as ‘the 

psychological states that produce and guide action’. Smith continues: ‘The 

efficient causes of intended actions, are what rationalize actions, are what 

promote both the sort of intra-agential, cross-temporal coherence that allows 
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people to take complicated actions over time, and facilitate the sort of trans-

agential coherence that allows people to act in concert with one another.’[45] 

From these definitions, one may infer that outsourcing the act of photog-

raphy – the creation of a digital memory – to the Google Clips camera re-

quires, at the least, the partial delegation of a certain mental state. Once, the 

person taking a snapshot would have needed to have been in a specific men-

tal state – we can call this photographic intent;  now, once this state has been 

delegated to the Clips camera, photographic intent will be actualised at some 

point, initiated by the camera and on behalf of the human agent. Through 

this delegation of photographic intent, a user creates a continuity of action 

over time, by placing the autonomous camera in a space where photography 

can be initiated. Through the personalisation of the camera according to the 

user’s preferences, it will take pictures on behalf of the user, and in accord-

ance with these preferences. 

Searle[46] argues that there are two different types of intention, which 

should be distinguished from one another. The first is intention directed to-

wards triggering action. An example is formulating the intention to raise 

one’s hand in 30 seconds’ time. Searle calls this ‘prior intention’. The second 

type of intention relates to the action itself – when, after the 30 seconds have 

elapsed, the actor indeed raises their hand. Searle calls this ‘intention in ac-

tion’. Searle’s argument is that in every action we perform we take for granted 

the social context that we are embedded in. This context consists of beliefs, 

abilities, and possibilities as manifested in the prior intention; nevertheless, 

Searle indicates that action cannot be created without intention in action. 

This distinction made by Searle and others[47] is important when com-

paring the operation of an ordinary camera to that of the autonomous Clips 

camera. With a smartphone or other ‘ordinary’ camera, for example, both 

prior intention and intention in action are required to initiate the process – 

deciding to take a picture, selecting the object(s), pointing the camera and so 

on. The Clip camera, however, allows the user to delegate the intention of 

photography – intention in action – by ‘training’ it to recognise the user’s 

patterns of prior intention. Through this, the camera is able to crystallise the 

user’s prior intentions – who to shoot, photograph composition, and so on – 

and then actualise these with the proper timing:‘Google’s definitely onto 

something here. The idea is an admirable first step toward a new kind of 

camera that doesn’t get between me and my kids.’[48] 
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The camera produces new affordances, neither in the human nor the 

camera but somewhere in between, in their common space.[49] These af-

fordances create a hardware object, a camera, able to operate just like the 

owner-user. The possibility of delegating one’s intentions to a camera can 

produce new intentions in place of one’s own – to photograph the children 

in one’s place, for example. This, further, creates an interesting paradox. 

Some users claimed that the camera allowed them to fulfil deeper intentions, 

such as spending more time with the children and less with the devices: ‘Clips 

is letting you spend more time interacting with your kids directly, without 

having a phone or camera separating you, while still getting some pho-

tos.’[50] 

We can see, through the example of the Clips camera, the affordances of 

delegating certain aspects through the technological mediation of ‘prior in-

tention’. Intention is actualised by a non-human agent whom the user trusts 

to act as they would – encouraging the user to invest the effort necessary to 

this end, and thus to be able to delegate his intention to it. Pragmatically, 

prior intention becomes detached intention in action. Intention in action is 

no longer an internal mental state, but rather now exists as a ‘mixed’ intention 

– not just human and requiring a ‘dance of agencies’ between the user and 

the technology embedded in the Clips camera. 

The user’s intention is manifested in the ‘teaching’ of the camera to be-

come a component of the user’s self. This is to say, users teach their digital 

doppelgänger to behave like them and for them, and to automate processes 

for them (as they can be described by ‘background relation’). But also, this 

grants the digital doppelgänger such a degree of autonomy that we do not 

need to articulate our exact intentions to it; indeed, the doppelgänger can 

create new intentions for us. By mediating one’s intent, the Clips Camera thus 

becomes an ‘intermediate agency’.[51] As an active mediator between the user 

and the world, this state clearly departs from the position set out in Ihde’s 

postphenomenological theory, which links notions of intention to the capac-

ity to establish its own agency and intentions (including foreign agency, al-

gorithmic operations, and the ‘googling’ that is an inherent aspect of these 

actions). However, it is unable to constitute an entity possessing agency in 

and of itself, as conceptualised by Latour’s exposition of inscription and del-

egation processes.[52] The capacity to mediate reality, after all, is contingent 

upon the intervention of the user, who has personalised the device to mirror 

their intentions. By delegating the intention the meaning is changed: instead 

of delegation as inscription this is delegation as prescription, allowing the 
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user to delegate a portion of his prior intention. This process allows the object 

of delegation to influence the delegation process, by expanding the delega-

tion to the intentional domain.[53] 

By focusing on the concept of intention as embodied in the action taken 

by the Google Clips camera, one can identify a shift in the concept of agency 

as it exists between a user and a device. The shift is somewhat complex but 

can be described – and indeed, it manifests – in terms of the delegation of 

agency to the digital doppelgänger, the ‘Google self’. This pattern of delegat-

ing prior intention to the autonomous device allows for a detailed description 

beyond the usual references that simply describe a mixed agency as a ‘dance 

of agencies’ between the subject and the technological objects,[54] and 

demonstrates how exactly these dance steps take place. 

From intention to rationality – from human rationality to 
the Google self-doppelgänger’s hyper rationality 

We have distinguished between prior intention on the part of a human agent, 

and action embodied in outward action in the world; the latter, as described 

above in relation to the Google Clips camera, can be delegated, and is largely 

fulfilled by the technological agency. The realisation of ‘prior intent’ by tech-

nological intention in action becomes a gap, which over time the user and the 

enabling technology will strive to close. 

Searle called this gap the ‘causality gap’, proposing that it is a phenome-

non that derives from the illusion of free will. That is to say, once the causes 

of action are embodied in the prior intention are put in place, the ability to 

not realise the prior intention allows us to preserve the illusion of free will – 

which, as we saw above, cannot be easily shaken off.[55] The question (or the 

illusion) of free will, and its influence on the notion of self-perception, is a 

key question in determining the intentional aspects of an action. In the case 

of the Clips camera, the user can decommission the camera as an act of free 

will; but since it has been commissioned to fulfil a specific purpose, this ac-

tion undermines its capacity to realise an existing plan of action. 

Following Searle, Bratman[56] interprets the prior intention as an inter-

nal plan of action, possessing some degree of flexibility in its precision and 

scope. Bratman considers the notion of prior intention in terms of an internal 

position which ultimately leads to action – prior intention and realisation – 
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which makes it possible to rationally assess its functionality. This conceptu-

alisation also makes it possible to consider the realisation of an intention as a 

rational question, relating to possibilities and their actuation. Google’s algo-

rithms are operated through the digital doppelgänger that they enable, out-

lining the fulfilment of user intent though an optimised program, shaped and 

regulated by the vast repository of data which reinforces their existing logic-

based authority. In this way, implementing the program through the various 

technologies that constitute the Google digital doppelgänger makes us more 

rational, and more likely to actualise our prior intentions. 

Users of the Google Clips camera experienced the autonomous function-

ing of the camera as an accurate and effective means of crystallising prior 

intentions, such as photographing their children or their pets in various ‘au-

thentic’ activities and settings. By implication, the most rational realisation of 

the prior intention would be to position the camera such as to enable it to 

autonomously record digital memories, as an expression of the efficient, fast, 

and accurate action initiated by the intention. 

Picture this: you’re hanging out with your kids or pets and they sponta-

neously do something interesting or cute that you want to capture and pre-

serve. But by the time you’ve gotten your phone out and its camera opened, 

the moment has passed, and you’ve missed your opportunity to capture 

it.[57] 

According to the rationale dictated by the algorithmic logic used to cate-

gorise the vast volume of data that we create and provide to Google, the data 

is directed to an ‘unspecified’ intention – one that is more ‘real’, revealed 

through the algorithmic truth that ascertains what the user ‘really’ likes: the 

television programmes the user watches, the searches that the user conducts 

on Google, as opposed to what the user says that they like, or what the user 

claims to be searching for on the search engine.[58] In the case of the Clips 

camera, this intention is shaped not by the images that the user has con-

sciously highlighted as important to them, but rather by what they actually 

upload and mark as favourites. 

Through this, one can see how improving the rationality of the action 

plan actualises the prior intentions of the user at a deeper, almost uncon-

scious level, facilitating a creeping, almost imperceptible process of further 

delegation by users to their digital doppelgängers. This occurs despite the 

erosion of self-boundaries which can result from this actual delegation of 

one’s intentions to the technological self, which itself may be under the con-

trol and alignment of Google’s intentions. 
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What else can we learn from the Clips camera about our Google self-dop-

pelgänger?Interestingly, user criticism was less about issues related to the in-

creasing delegation of self-functions, or even the tedious process of ‘teaching’ 

the camera the user’s preferences. Rather, criticism focused largely on the 

camera’s actual performance:  

I can imagine that with more time and use, Clips could have serendipitously cap-

tured something truly special, but in a couple of weeks of testing, it didn’t… I’m sure 

I could get better at using the Clips camera with practice – getting a better idea of its 

ultra-wide field of view, finding the best angles and positions for it, and so on – but 

I’m not convinced that the effort involved would be rewarded with great results.[59] 

The camera, it seems, did not fulfil the promise of creating a frictionless ex-

perience ‘in exchange’ for the delegation of the photography intention: 

Though Google has gone through great efforts to make getting footage off the Clips 

camera as painless as possible, it’s still a process that involves waiting for the camera 

to sync with the phone app, sifting through the captured clips, and then mov-

ing  them over to my phone before I can share them.[60] 

The expectation was that delegation would enhance everyday experiences. 

But this trade-off remained unfulfilled. One critic suggested that the digital 

images created by the camera were ‘lacking in authenticity’, as compared to 

pictures they would have taken themself; the camera was unable to meet the 

‘like me’ expectation that its manufacturers had promised. The technological 

determinism which largely characterised the commentary by users related to 

technical, rather that aesthetic or conceptual issues: choices relating to lens, 

focal length, aperture speed, and other hardware specifications: 

I’ve been testing the Clips with my two kids for the past couple of weeks, and while 

I  appreciate Google’s mission for the product (seriously, anything that gets me to 

put my phone down more is appreciated), I can’t say I’m terribly impressed or 

happy with the  results. Most of the clips I’ve been able to capture didn’t look better 

or feel more authentic than what I’m already able to do with my phone or a dedi-

cated camera.[61] (emphasis by author)  

Accordingly, the question regarding whether delegating the prior intention 

of photography was indeed useful to the users was narrowed down to a more 

fundamental issue of trust – not in the personal or intimate sense, but in re-

lation to the technical capabilities of the camera: ‘Really, the question is how 

much do you trust the Clips camera and its algorithms to capture the mo-

ments you’d otherwise miss?’[62]  
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The connection between the process of delegating early intent, and the 

user becoming more rational by virtue of the mediating qualities of Google’s 

self-constructing algorithms, can also be understood from a different per-

spective: the prior intention, expressed in the personal dimension, to partic-

ipate in the collective by subscribing to the concept of ‘collective intention’. 

Collective intention, in this context, is not the sum of each individual’s inten-

tions; rather, it can be thought of as a ‘complex network of intentions and 

behaviours in which the individual does not necessarily know what the others 

are doing, but rather believes and acts on the basis of a common purpose and 

intention for the collective’.[63] 

Conclusions 

Clips, the autonomous camera designed by Google, could be conceptualised 

and constructed thanks to the technological affordances created by the 

Google suite of search, data storage, and software platforms. That aside, the 

very notion of an autonomous camera is contingent upon a cultural orienta-

tion which facilitates delegation to a digital doppelgänger; a mindset which 

allows for this delegation to be seen as an effective way of negotiating infor-

mation overload, and ultimately creating a seamless interface linking man 

and machine. The concept of the Clips camera was predicated on the under-

standing that over time, users would delegate more and more of their infor-

mation, actions, and intentions – albeit such as to diminish their agency. Us-

ing the autonomous camera reconfigures the notion of prior intention, rele-

gating it from a consciously initiated sequence of actions to a background 

process. Prior intention, in relation to taking a photograph, was once 

threaded together by consciously acknowledging the import of a particular 

event, conceptualising the best means of capturing this as a photographic 

memory, and initiating the action; Clips proposed to attend to all these, 

seamlessly presenting the user with the end result of the memory without the 

need to engage the mediating steps. But, as the user comments indicate, the 

delegation served to transfer the awareness of prior intention to another di-

mension. Rather than the actual creation of a digital memory, the user fo-

cused on the unsatisfactory technical specifications of the product. 

The Clips camera provides a limited case study of the concept of an au-

tonomous camera. One can assert that the concept remains unfulfilled, given 

that Google, its manufacturer, has withdrawn the product from the market. 
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That said, its relatively brief appearance on the consumer market, coupled 

with the small number of users, allowed for a focused analysis of the product 

from a conceptual perspective. Key observations concerning the Clips cam-

era, relating to intention, mediation, delegation and self-perception, would 

equally apply to similar products and services provided by Google, given that 

these technological platforms subscribe to the similar conceptual rationale of 

the digital doppelgänger.  

This article has some limitations. A consideration of the delegation of as-

pects of the self would ideally engage with aspects of power relations, and the 

evolving area of ‘surveillance capitalism’ as related to privacy rights. A more 

concrete understanding of the technical aspects of creating a digital doppel-

gänger, such as programming the necessary algorithmic functions to facili-

tate this, would also be helpful. There is no doubt that products like the 

Google Clips camera can add value and meaning to everyday life. However, 

as the interrelationship between technology platforms and digital doppel-

gängers intensifies apace, future research would ideally be directed towards 

exploring the impact of these factors on the very notion of human autonomy. 

We do, after all, have a vested interest in retaining exclusive access to this 

capacity – or, at least, to be fully aware of the potential consequences of out-

sourcing it to another agent. 
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