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Abstract

Intelligence is the human being’s most striking feature. There is no 
consensually held scientific understanding of intelligence. The term 
is no less indeterminate in the sphere of artificial intelligence. Defini-
tions are fluid in both cases. But technical applications and biotech-
nical developments do not wait for scientific clarity and definitional 
precision. The near future will bring significant advances in technical 
and biotechnical areas, including the genetic enhancement of human 
intelligence (HI) as well as artificial intelligence (AI). I show how 
developments in both areas will challenge human communities in 
various ways and that the danger of AI is distinctly political.
The argument develops in six steps. (1) I compare and contrast artifi-
cial with human intelligence in general and (2) AI with HI genetically 
modified. Then I correlate and differentiate (3) emergent properties 
and distributed intelligence, both natural and artificial, as well as (4) 
neural function, both natural and artificial. (5) Finally, I identify the 
specifically political capabilities I see in HI and (6) political dangers 
that AI poses to them.

Intelligence Natural and Artificial

Natural and artificial intelligence differ in their history and pattern of develop-
ment. HI is a product of the deep history of undirected, natural evolution. That 
evolution is a mix of biology, natural environment, and cultural environment. AI, 
by contrast, has emerged within a very brief, highly reflected and always directed 
history of technological development.1

This difference is significant to the extent that we view AI by analogy to HI. 
Not surprisingly, researchers in the past conceptualized AI in terms they took 
to be congruent with HI. Perhaps the greatest congruence concerns the use of 

1 The term artificial intelligence emerged as recently as 1956. Today, in the “entire 
world, fewer than 10,000 people have the skills necessary to tackle serious artifi-
cial intelligence research, according to Element AI, an independent lab in Montreal” 
(New York Times, 23 October 2017, page B5).
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symbols. Minsky (1952), for example, sought a form of AI by analogy to the human 
mind’s capacity to manipulate symbols. AI processes symbols serially and HI may 
do so as well2 (even as parallel processing is essential for many human tasks and 
AI can emulate it, for example in robot vision). For both, symbols can represent 
contexts of human action and interaction (Pickering 1993: 126).

Further, both HI and AI demarcate a domain of operation; both discriminate 
between self and non-self, friend and foe, safe and dangerous. Both are “defined 
by the dynamics” of their respective networks (Varela et al. 1988: 365). Both can 
be described in terms of “enactive cognition” where intelligence interacts with, 
learns from, and even selectively creates its environment (Sandini et al. 2007: 
309). Enactivist cognition contrasts with “our usual view of cognition as being 
a more or less accurate representation of a world already full of signification, 
and where the system picks up information to solve a given problem, posed in 
advance” (ibid: 373).

But AI and HI are different from one another in significant ways. First, HI 
cannot be reduced to computational capacities of non-enactivist AI. HI is more 
than a “rational processor of symbolic information,” more than a “kind of abstract 
problem solving with a semantics [that] is independent of its embodiment” 
(Clocksin 2003: 1721). According to Noë (2009: 185), the brain’s job is not “to do 
our thinking for us,” nor does it accomplish its tasks by performing complex 
computations.

Second, HI is self-reflexive. That is, by means of his or her socialization, the 
individual internalizes the behavioral norms of his or her cultural environment. 
This self-reflexivity includes the individual’s capacity to ignore, or override, his or 
her normed predispositions. In short, HI has a capacity to violate whatever rules 
it gives to itself. In this context AI might sometimes offer an advantage over HI. 
Humans regularly contravene the ethical systems to which they pledge themselves 
and break the laws to which they are subject. A community gives itself rules as 
legislation or tradition that it can later reject, just as an individual can give herself 
rules that she can then decide to violate. Presumably AI would not be able to do 
so. But sometimes, for humans at least, the violation of rules might be ethically 
warranted (for example, rebellion against an oppressive regime).

Third, HI is biologically embodied. Unlike HI, AI does not (yet) involve 
human biology. As long as AI remains non-biological, it remains outside natural 
evolution.3 To be sure, there is nothing inherent to AI that would prevent its inte-
gration into the human body, and the prospect of such integration looms large.

2 The massive interconnectedness of neurons suggests that brain processes are non-
serial in a neuroanatomical sense.

3 To be sure, AI is capable of unguided artificial evolution. For example, evolutionary 
algorithms can evolve artificial neural networks with respect to connection weights, 
architectures, learning rules, and input features, leading to intelligent systems of 
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This biological quality is significant in multiple ways. For example, human 
body states intersect with human consciousness. Thus neural configurations 
interact with the things we see and hear and feel. A variety of body states results 
from the subtle play of chemical and electrical signals that take place in our brain-
body. We experience these various body states as drives, appetites, motivations, 
predispositions, emotions, moods, and phobias.

Further, humans have emotions, which are biological; AI does not (or not yet). 
Emotions are significant for a variety of relevant reasons. For example, they can 
motivate human behavior. Anger may motivate aggressive behavior; disgust may 
motivate avoidance behavior; happiness may encourage repetition of the pleasing 
behavior. Further, emotions can do social and political work. In liberal democratic 
polities, at least, citizens may be motivated by a mixture of anger and disgust at the 
political status quo to demonstrate their contempt at the polls.

Fourth, HI is embedded in an open-ended cultural history that affects natural 
history. Cultural practices can have profound, neurophysiological consequences. 
Some elements of humans’ economic, political, and social behavior may have 
emerged over time precisely because humans possess neural states and brain-
body chemistries that are relatively open to manipulation. The transformation 
of hunter-gatherer nomads into urban inhabitants, or of agriculturally based 
communities to industrialized ones, or of feudal economies into capitalist ones, 
required participants’ significant neural plasticity.

Artificial Intelligence and Natural Intelligence 
Genetically Modified

Writ large, this embeddedness means that civilization enables some important 
aspects of human biology, just as biology enables some aspects of civilization. 
More pointedly, culture is (in part) a biological phenomenon  – and biology (in 
part), a cultural phenomenon. This claim has several implications:

• Genes and cultures co-vary. We see this for example in the spread of lactose 
tolerance, the ability to digest milk products, to diverse populations around 
the globe.

• Genetic factors – such as capacities for vision and hearing – can be triggered 
by biological influences but also by influences of a person’s cultural environ-
ment, for example, by patterns of socialization.

• At the limit, genetically engineered human intelligence (GEHI) entails hu-
mankind’s directing aspects of its own biological evolution. Unless and until 

greater capacity than either evolutionary algorithms or artificial neural networks can 
generate by themselves. Compare Yao (1999).
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AI is integrated into the human body,4 AI will be without implications for the 
course of species evolution except possibly as a new influence on the human 
environment.

GEHI is a matter of manipulating the biological bases of cognition. Those bases 
are a product of undirected, bottom-up evolution. Post-cognitivist AI, not modeled 
on human thinking, is a top-down product of humans embedded in specific 
historical, social, and cultural worlds. Although both GEHI and AI are human-
directed cultural phenomena, GEHI is not artificial in the sense that AI is. Rather, 
GEHI is “merely” an unconventional form of human enhancement.

From this perspective, AI is no extension of human biology but instead its 
artefact, oriented on performing services in the manner that medicine helps 
humans. Unlike AI, GEHI is not a tool but more an empowerment of the tool-
maker.5

Still, artificial neuronal networks taking hold in digital cultures pose some 
of the same ethical and cultural issues as GEHI. Consider one ethical concern for 
both: might they violate or diminish humanity? While AI is a human artefact, and 
in some ways can be differentiated from GEHI, GEHI is a human artefact no less 
than AI. Further, just as GEHI can be a form of human enhancement, so AI can 
be a tool that enhances human life. Which might be more unconventional? GEHI 
can be conducted at the molecular level. It modifies inherited genetic material, 
material that is not itself a human artefact or otherwise artificial. But if AI is 
considered an enhancement, then it is an enhancement not of human biology but 
rather of the human environment of man-made tools. Unlike AI, GEHI is not so 
much a tool (for example in the manner that medicine helps human bodies) as it 
is an empowerment of the toolmaker (unless, of course, one regards the human 
person itself as a tool, as Aristotle regarded slaves).6

One cultural question for both is: Can they transform what it means to be human? 
If so, might AI one day exceed the grasp and comprehension of its human environ-
ment? This is also a political question inasmuch as the cultural understanding of 
humans (in distinction to a natural scientific one) is a matter of social constructions.

4 In one sense, AI is never unrelated to biology. After all, it is invented, and manu-
factured, by biologically evolved creatures. It is a product of their culture. And the 
plasticity of human neurophysiology makes culture possible.

5 If we think of humans as subjects and tools as objects of subjects’ intentions, then 
GEHI could be thought of as both subject and object, where humans make them-
selves the object of their own designs. Still, the goal is not to enhance an object that is 
merely a means to; the goal is to enhance a subject who is always more than a means 
to (such as an end in himself).

6 Unless and until AI becomes an extension of human biology, it remains an artefact 
of human biology (in the sense that it is an artefact of human beings), oriented on 
performing services.
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GEHI and AI differ with respect to the political problem each poses. For AI, 
the questions are: Could this technology ever replace various core human activities 
(such as forms of laboring)? In conducting their lives and affairs, might humans 
become so dependent on this technology as to subvert such political goals as 
individual autonomy, collective self-determination, and other forms of freedom? 
GEHI poses different political questions: Might it transform natural fate – natural 
intelligence – into cultural choice: engineered intelligence? If so, then through 
such biotechnology, we humans will have transformed our normative founda-
tions, even if un-intentionally. For we could no longer regard nature as some 
kind of normative standard by which to decide questions of cultural fate. For 
example, we could no longer define “normal” intelligence as the mean of a range 
of measured intelligences because the average would shift: the range would now 
include an increased proportion of higher values. Perhaps GEHI would lead to a 
kind of “genetic arms race” if enhancement leads to positional advantages, for the 
enhanced, vis-à-vis the non-enhanced. For we could expect that better situated 
groups will more easily gain access – on the basis of their economic and other 
strengths – to the social advantages conferred by enhanced intelligence.

So if GEHI is capable of violating the integrity of the human being, then only 
because it violates whatever humans decide to construct as the moral meaning 
of being human. By contrast, if AI is transgressive, then not with respect to what 
humans are biologically or culturally but rather with respect to unwanted, unin-
tended consequences of human artefacts. (To be sure, AI might one day be joined 
to artificial life, and artificial life to artificial consciousness.) So both GEHI and AI 
threaten human self-understanding at the level of cultural meanings.

And both AI and GEHI threaten humans wherever either renders human 
environments more hostile to humans than would otherwise be the case. But they 
do not pose the same kinds of threats here. GEHI might well exacerbate already 
existing disparities in social equality among citizens by rendering, through 
enhancement, some advantaged persons even more advantaged relative to the 
non-enhanced. It is not clear that AI would do so.

Emergent Properties and Distributed Intelligence, 
Natural and Artificial

The human self is “not a genetic constant. It bears the genetic make-up of the 
individual and of its past history, while shaping itself along an unforeseen path” 
(Varela et al. 1988: 363). In other words, the self is emergent. Emergent means “it 
is the entire ensemble of components which endows the system with a cognitive 
capacity which is not located anywhere in particular, but embodied in the entire 
system” (ibid: 364–365). For HI, emergent means that the “world we inhabit … is 
not pre-given, and then inhabited post facto … through some optimal adaptation. 
It is … laid down as we walk in it, it is a world brought forth” (ibid: 373).
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The performance of AI can be judged on emergent properties as well. In its 
“very operation,” a system of AI “specifies a domain of relevance (or significance), 
which becomes a ‘world’ in terms of which AI operates” (ibid: 373). Further, AI 
“leave[s] symbols aside and  … start[s]  … analysis (or construction) from simple 
computing elements, each one carrying some value of activation which is calcu-
lated on the basis of the other elements in the network” (ibid: 360). The “network’s 
performance is embodied in a distributed form over the connections” (ibid: 360). 
The “on-going activity of units, together with constraints from the system’s 
surroundings, constantly produces emerging global patterns over the entire 
network which constitutes its performance” (ibid).

So whereas HI emerges as consciousness, AI emerges as a kind of “connec-
tionism.” In both cases, emergent patterns give the entire system capacities  – 
such as recognition or memory  – not available to the components in isolation. 
For HI, the units are individual humans; for AI, bits of information.7 For HI, the 
emergent pattern is human integration; for AI, the integration of information with 
or without humans.

Neural Function, Natural and Artificial

HI involves several linked phenomena that, like the term intelligence itself, are 
variously defined: mind, brain, neurons, and neural functions. I will define neural 
functioning in terms of the brain’s contribution to mind. The nature and extent 
of that contribution is a matter of dispute. Frith (2007: 23) argues “my mind can 
have no knowledge about the physical world that isn’t somehow represented in the 
brain.” Noë (2009: 185), by contrast, says that vision, for example, is not a “process 
in the brain whereby the brain builds up a representation of the world around us.”

Unlike Noë, Frith reduces mind to brain: the “relationship between brain and 
mind is not perfect. It is not one-to-one. There can be changes in the activity in 
my brain without any changes in my mind”; there “cannot be changes in my mind 
without there also being changes in brain activity” because “everything that happens 
in my mind … is caused by, or at least depends upon, brain activity” (Frith 2007: 23).

Noë counters that not everything that happens in one’s mind is caused by 
brain activity. He argues that it depends on aspects of the brain’s environment, 
including the body of the brain-bearer. This co-constitutive relationship with the 
environment, both physical and cultural, is distinctly political, as I will show. I 
draw, then, on Noë’s account even as I accommodate sympathetically some aspects 
of Frith’s.

7 “The network itself decides how to tune its component elements in mutual relation-
ships that gives the entire system a capacity (recognition, memory, etc.), which is not 
available to the components in isolation,” hence: emergent properties (Varela et al. 
1988: 360–361).
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To see how I draw on both authors, consider two examples of artificial neural 
networks: (a) the mutual construction of a social environment and (b) neural 
networks.

(a) AI does possess a number of features of HI that derive from social relation-
ships. Foremost among them is mutual construction of a social environment on 
the basis of affective and social responses. Environment refers to the individual’s 
physical and cultural environment: the “larger setting or context in which these 
neurophysiological changes occur” include the individual’s “active relation to its 
surroundings” (Noë 2009: 56).

Related features of HI include participants’ creation and investment of 
meaning in those social and affective responses as well as in the physical and 
cultural environments. Related features include each participant’s conception 
of self. And they include participants’ recognition of each other’s selfhood. We 
are, moreover, “embedded in the mental world of others just as we are embedded 
in the physical world. What we are currently doing and thinking is molded by 
whomever we are interacting with” (Frith 2007: 184).8

(b) Many scientists believe that the “basic building block of the brain” is 
the neuron: the “nerve cell with all its fibers and extensions” (ibid: 112).9 Already 
McCulloch and Pitts (1943) embrace this “neuron doctrine,” according to which 
the neuron functions “as the fundamental unit in the brain” to process informa-
tion (ibid: 116).

The “neuron doctrine” has informed the development of AI as well. It proposes 
that the neuron networks of human brains serve as a template for pattern recogni-
tion by AI.10 It argues “an artificial brain could be constructed from large networks 
of simply electronic ‘neurons.’ These artificial neural networks would store and 
process information” (ibid).

To date, artificial neurons – devices that can “store, transmit, modify informa-
tion according to specified rules” (ibid) – do not have anything near the capacity of 
natural neurons to generate new information, different rules, alternative means of 
storage and transmission, and to evaluate these various capacities from any perspec-
tive the human mind can imagine (for example, from a means-end perspective or 

8 Although we “experience ourselves as agents with minds of our own,” which is an 
illusion (Frith 2007: 184).

9 The human cerebral cortex has an estimated 12–15 billion neurons; the cerebellum, 
another 70 billion.

10 Common use of the term neuron in the sense of the human brain does not well 
correspond to common use of the term neuron in artificial neurons of AI: “If one of 
your arms is amputated, then a small part of your brain will no longer receive any 
stimulation from the sense organs that were in the arm. But these neurons do not 
die. They are used for new purposes. Immediately next to this area of the brain is the 
area that receives stimulation from the sense organs in the face. … If the hand area 
is no longer being used then it can be taken over by the face” (Frith 2007: 70–72).
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from a perspective committed to particular values). Still, artificial neural networks 
are distinctly useful tools. Consider a few examples. Buzatu et al. (2001: 64) speak 
of the “predictive capabilities of the neural network model.” In a clinical medical 
study designed to “show that a neural network could be trained to correlate patient 
preoperational factors to the percentage of risk of death due to surgery” (ibid: 65), 
its “accuracy in predicting deaths” was “virtually identical to [that of] the other 
models” yet “several percent more accurate at predicting patients that will survive 
surgery” (ibid: 64). And “since the biggest problem after an operation is infection, it 
may be that the neural network in the majority of the cases is identifying infection” 
(ibid: 65).

In another setting, Schmidhuber (2015: 103) found that “humans learn to 
actively perceive patterns by sequentially directing attention to relevant parts of 
the available data. Near future deep NNs [i. e., neural networks] will do so, too, 
extending previous work since 1990 on NNs that learn selective attention.” “Many 
future deep NNs will also take into account that it costs energy to activate neurons, 
and to send signals between them. Brains seem to minimize such computational 
costs during problem solving,” for “only a small fraction of all neurons is active 
because local competition through winner-take-all mechanisms shuts down many 
neighboring neurons.” And neighboring neurons often “are allocated to solve a 
single task, thus reducing communication costs” (ibid). Developments in artificial 
neural networks may lead eventually to “general purpose learning algorithms that 
improve themselves” (ibid: 104).

The upshot? First, AI at present might be equated with an artificial brain, 
which is an organ, but not with an artificial mind, which (with Noë) I construe as 
a relationship among brain, body, and environment.11 As I will show, this relation-
ship is relevant to establishing the political capacity of HI, a capacity that AI does 
not possess and may never be capable of possessing.

Second, AI and HI are not “in the world” in the same way. To be sure, both 
possess a kind of “interiority” in the following sense. With respect to HI, “our 
prior knowledge influences our perception” (Frith 2007: 119). “When we perceive 
something, we actually start on the inside: a prior belief, which is a model of the 
world in which there are objects in certain positions in space. Using this model, 
my brain can predict what signals my eyes and ears should be receiving” (ibid: 
126). Human interiority is linked to human exteriority: “perception and action are 
intimately linked” just as we learn about our environments through our bodies 
(ibid: 130). For its part, AI today can make many predictions about our environ-
ments and it can interact with them (at least to increasing extents).12

11 Perhaps the advent one day of artificial life will see the dawn of artificial conscious-
ness, capable of acting upon itself. If so, then we will have discovered that conscious-
ness cannot be explained entirely in terms of neurons firing in the brain.

12 But it does not do so in the way of HI. Human brains have solved the problem of 
perception, but AI not yet.
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Third, HI and AI both model reality.13 Humans design AI to “perceive” and 
interact with the environment.14 As for HI, “Our brains build models of the world 
and continuously modify these models on the basis of the signals that reach our 
senses. So, what we actually perceive are our brain’s models of the world” in the 
sense that “our perceptions are fantasies that coincide with reality. Furthermore, 
if no sensory signals are available, then our brain fills in the missing information” 
(ibid: 134–135).15 And as a model, what HI constructs in perception and judgment 
expresses at once both the power of human cognition and its limits. Similarly, 
systems of AI express at once both their programming and the fact that they 
cannot deal with much beyond the programming, let alone operate without any 
pre-programmed code.

HI as Social Relationships

To have a brain is to have a bodily organ. By contrast, to have a mind is to interact 
with self, others, and the environment, natural as well as social. Human interac-
tion is to be conscious; human interaction is “to have experience and to be capable 
of thought, feeling, planning” (Noë 2009: 10).

HI is found in social relationships. This is not the case for AI (at least at 
current levels of development). And if distinctly human intelligence is found in 
social relationships – in ways that link with political life (in ways I specify below) – 
then consciousness involves the conscious person’s social context. How does 
consciousness involve its context? “Our lives depend on  … cognitive trails and 
other modes of cognitive habits that presuppose for their activation our actual 
presence in an environment hospitable to us” (ibid: 128). So defined, HI allows us 
to draw distinctly political implications from HI, implications that clearly distin-
guish it from AI. I see two such implications.

13 Models aim at providing the modeller the best possible predictions of self and envi-
ronment and their interaction – even as the modeller is unware of his or her own 
modelling activity. Hence “what we actually perceive are our brain’s models of the 
world,” not the world itself: “our perceptions are fantasies that coincide with reality” 
(Frith 2007: 134–135).

14 Any given HI can imitate other human intelligences by “making a movement that 
achieves the same goal”; but HI “does not automatically imitate a robot arm, because 
the movements of this arm are subtly wrong” but rather captures it “as mechanical 
rather than biological,” that is, not “as an agent with goals and intentions” but only 
as a series of movements, in distinction to intentions (Frith 2007: 148). Humans can 
share the pain of other humans but only as an idea, not as a somatic or psychological 
phenomenon: “we can construct the mental models based on these stimuli” (ibid: 151).

15 In general, we are aware not of our brain’s activity but only of the “models that result 
from this work,” such that our experience of our environments appears to us be 
“effortless and direct” (ibid: 138).
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First, insofar as HI is constituted in social contexts, in those particular social 
contexts that are political in the sense of contesting values through the “public 
use of reason” (Kant 1795; Rawls 1997), HI is constituted along political dimen-
sions, which means that humans can think on their own and can deploy thought 
as a tool toward reaching their goals  – including the organization of political 
community.

The political potential of human consciousness, I propose, is the capacity 
of humans to undertake jointly a contestation of authoritative values by which 
to organize and regulate and evaluate political community in its institutions, 
practices, and self-understandings. Consciousness so understood is an aspect 
of human sociality. Sociality of this sort involves the interconnected operation 
of brain, body, and environment. Consciousness, body, and the environment are 
co-constitutive. For example the “sense of where we are is shaped dynamically by 
our interaction with the environment in multiple sensory modalities” (Noë 2009: 
71). Thus consciousness is “something we achieve” rather than “something that 
happens inside us” (ibid: xii).

HI, understood in part as consciousness as an achievement, does not begin 
and end with the brain. We have “no reason to suppose that the critical boundary” 
between what we are as individual human beings and our physical, social, and 
political environments is “found in our brains or our skin” (ibid: 67–68). Rather, 
we humans are in part what we do, where we are, our interaction with our envi-
ronments via collective practices as well as language and other tools.16 Indeed, 
“we can change our own shape, body, and mind” by “changing the shape of our 
activity” (ibid: 67).

Second, self-consciousness is self-identity: “that feature of experience by 
virtue of which our experiences are ours. Experiences have a mind of ‘mine’-ness 
that makes them, distinctively, our own” (ibid: 9). In other words, to be a self is 
to be engaged with other selves. The self grasps itself vis-à-vis other selves. This 
feature, too, betrays political potential in the sense of a community that seeks to 
shape its legal and cultural contours because peoples define themselves (or are 
defined by elites) through legal and cultural self-understandings.

Hence each person’s belief in the existence of the minds of other members of 
his or her community is not only a theoretical matter; it is also always a practical 
one. The term practical refers to the spheres of ethics or morals or law, and is 
a signal element of the political. Consciousness involves the dynamic interac-
tion of each person with his or her environment, including, the various social, 
political, economic, and cultural environments constituted by other humans, 

16 What we are, as humans, involves not only agency and a capacity to analyse symbols. 
It also involves our being guided in part by our attentiveness to the world in terms 
of our perspectives, preferences, needs, interests: all forms of pointed mindfulness. 
For perspective on this attentiveness, see Garfinkel (1967) and ethno methodological 
analysis in sociology.
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the most political of environments.17 By contrast, AI (to date) “can’t think on [its] 
own any more than hammers can pound in nails on their own” (ibid: 169).18 It 
remains a tool that HI deploys for thinking. And it is not (yet) co-constitutive of its 
physical, social, or political environments. In other words, HI is deeply and endur-
ingly political as such by existing in a self-consciously realized plurality of other 
HIs. By contrast, AI exists in a set of informational differential nodes, or loci of 
processing, that is not political as such.

Insofar as consciousness is co-constitutive of its environment, it engages in 
various forms of exchange. And politics is a matter of various kinds of exchange.19 
Consider four.

Symbolic exchange. Humans inhabit and influence their interactive environ-
ment from birth. Symbolic exchange between and among different humans is 
the most political aspect of this interactive environment. The symbolic exchange 
of information is what allows us to draw some plausible parallels between AI and 
HI. While both engage in exchange symbols, only HI can engage in the political 
manipulation of symbols in the sense of contestations of competing value-commit-
ments with respect to the organization of political community.20

17 From this perspective, humans appear as organisms that happened to have evolved 
to possess capacities that allow them to interact dynamically with their natural and 
human environments. These capacities range from the senses to language.

18 All humans are capable of having ideas such as propositions about the self or the 
environment or abstract notions such as democracy. To say that these ideas cannot be 
reduced to social and cultural influences is to say that humans, unlike AI, are able to 
think on their own. AI will “have ideas” at the point at which it can not only learn from 
programming inputs, use those inputs to teach itself, and generate unique informa-
tion, but also program itself independently of humans and in ways that humans 
might not. But if AI is designed always to be of service to human needs, ends, and 
priorities, then its “thinking” is one always subordinate to human thought, always 
a tool for humans to wield instrumentally. While AI faithfully executes a chain of 
command, HI has the capacity to can countermand rules given to it, or rules it gives 
itself.

19 To be sure, consciousness from a political perspective refers to but one narrow slice 
of consciousness if the term is understood as a state of human-environment inter-
action. And environment can include other human subjects, quite beyond physical 
objects and natural forces.

20 To be sure, humans may direct AI to process and exchange symbols in ways with 
political import. Examples include Facebook’s 2011 study that manipulated users’ 
news feeds (to determine how emotionally positive or emotionally negative posts 
affected user behaviour) or the Google filter bubble (where a website algorithm selec-
tively estimates the user’s information preferences on the basis of search history). 
Unlike AI, HI has a capacity to aspire to value-contestations that do not systemati-
cally distort information.
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Emotional and physical exchange. Exchange in the case of HI exceeds the 
symbolic; it includes emotional and physical exchange in ways quite beyond any 
current form of AI.

Moral exchange. HI is capable of exchange as a form of moral interaction, quite 
beyond AI. HI neural networks are not symbolic machines, unlike the digital 
networks of AI. AI can be detached from humans because AI cannot be a member 
of a political community of intersubjectively, co-constructed meanings. It has no 
moral capacity. By contrast, humans cannot be detached in this sense yet also be 
members of a moral, political community. Indeed, from multiple perspectives, we 
humans are invested, intertwined, and submerged in the world – biologically as 
well as politically.

Exchange as Distribution. One striking similarity between the AI connec-
tionist approach and HI neural networks is that each is based in dynamic distri-
bution. In political community, dynamic distribution is one of the elements in the 
structure of legitimacy (for example, achieving agreement within a community 
through the participation of individual members). In digital cultures, by contrast, 
dynamic distribution might replace legitimacy developed through human interac-
tion with some kind of AI directed administration of humans. Here we see the 
potential danger of some future form of AI.

So whatever AI might become in the future, currently there is no reason to 
think that it will ever achieve the political capacity of HI if, by this term, we mean 
particular features of human intersubjectivity. In particular, I have emphasized 
the capacity of humans together to undertake a contestation of authoritative values 
by which to regulate political community. To date, AI can only be an object for 
human beings, not (yet) a subject, and not capable of intersubjectivity. Here I build 
on Weizenbaum (1976). He argues that intelligence does not exist independently 
of any particular social and cultural context in which it manifests itself. (a) Social 
bots and (b) deep learning algorithms have yet to challenge Weizenbaum’s claim 
of forty years ago.

(a) Via surveillance and standardization, social bots deploy AI as a means 
of disinformation toward the manipulation of the beliefs and behaviour of their 
human victims (who make unwittingly make themselves vulnerable on social 
media, among other venues): while conveying the impression that they are human 
beings, they “subtly alter how social media users interact with and link to one 
another” (Gehl 2014: 21); to shape, modulate, and attenuate the attention and 
memory of subjects” (ibid: 23); to manipulate their behavior toward creating coop-
eration, influencing opinions, quelling dissent, forging agreement. In these ways, 
social bots create “substantive relationships among human users” and shape the 
“aggregate social behavior and patterns of relationships between groups of users 
online” (Hwang et al. 2012: 40). And they gather gigabytes of private user data 
exploitable commercially and otherwise. The Turing Text defines intelligence 
as a machine’s capacity to deceive a human into believing it is human. But the 
capacity to deceive is not itself intelligence any more than the human mind is 
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a digital computer in which each step of the process the mind follows is trans-
parent to that mind and describable in terms of symbol manipulation. Human 
thought processes can hardly be measured, quantified, notated in a standardized 
language, even if always vulnerable to systematic distortion. Social bots’ imitation 
and manipulation of HI is not itself HI. The capacity to imitate and manipulate HI 
toward misinformation does not itself encode HI.

(b) Using “general learning techniques with little domain-specific structure” 
(unlike computer games where the rules are built in), deep learning algorithms 
allow AI to learn and generalize associations (above all, across a range of percep-
tual tasks, including speech recognition and vision) based on very large data 
sets with millions of examples (Pratt 2015: 52). But AI cannot as yet deploy deep 
learning algorithms to solve tasks of associative memory at the level of human 
capabilities, nor is deep learning capable of “episodic memory and ‘unsupervised 
learning’ (the clustering of similar experiences without instruction)” (ibid.), let 
alone moving from perceptual tasks to cognitive ones.

I go a step further than Weizenbaum and propose social relationships as the 
principal form in which intelligent behaviour manifests itself. I focus on HI with 
respect to its capacity to generate and maintain intersubjective relationships. On 
this approach, intelligence is not the “deployment of capabilities problem solving” 
but rather something “constructed by the continual, ever-changing and unfin-
ished engagement with the social group within the environment” (Clocksin 2003: 
1721). Engagement refers to social and affective entwinement of the individual in 
groups. Participation involves intersubjective meaning, including its generation 
and modes of its sharing among participants in a social matrix and the ways in 
which it informs behaviour.

Dangers of AI to Socio-Political Relationships

Frith argues that the brain produces a mental model of the physical and mental 
worlds, checking both against experience. I would emphasize that, by means of a 
mental model, we constantly monitor the behaviour and reactions and thinking of 
others and make judgments accordingly: human interaction is based on the mental 
model each of us has. One politically relevant orientation, empathy among humans, 
occurs when participants’ brain activity closely mirrors each other’s, such that partic-
ipants share similar feelings. We empathize with each other by creating similar 
cognitive states. In so doing, we intersubjectively co-constitute a shared state.21

21 Similarly, an individual’s perception of the speech of others involves his or her neural-
level correlates with that speech: “during speech perception, specific motor circuits 
are recruited that reflect phonetic distinctive features of the speech sounds encoun-
tered, thus providing … support for specific links between the phonological mecha-
nisms for speech perception and production” (Pulvermüller et al. 2006: 7865).
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On the one hand, I see a distinctly political capacity of HI to the extent that 
empathy involves a concern with others, which is one driver of politics. On the 
other hand, I see the political capacity of human cognition as the capacity for 
a mutual attribution of responsibility (itself potentially a type of empathy). As 
members of a political community, individuals need to be able to attribute respon-
sibility for actions, and to do so mutually, every day, all the time.22 Members of a 
community understand themselves in terms of this mutual attribution of respon-
sibility.

Hence one political danger posed by AI would be a digitalization of political 
community that undermined political goals and behaviour. Whereas GEHI 
preserves this capacity, AI does not involve it. AI cannot develop a moral conscious-
ness if understood as a social consciousness.

Further, his or her social and cultural environment socializes the individual’s 
cognition; cognition and learning are aspects of his or her socialization. Socialized 
cognition cannot be reduced to inherited genomes. By learning to see intention-
ally acting beings in other human beings, human individuals make social coop-
eration possible. There is no correlate in AI.23

In this sense, the development of a moral consciousness, such as empathy for 
one’s fellow human beings, is a social phenomenon. In other words, the cognitive 
processing of experience, and the development of moral consciousness, are based 
on the complementary entanglement of participants’ respective perspectives. 
Each participant is at once both communicative participant and communicative 
observer of other participants. Communication itself makes possible the construc-
tion of a kind of “third person perspective” by which participants can judge them-
selves both as individuals and as observers of other participants. They can verify 
agreement or disagreement with each other and identify idiosyncratic outliers.24

Just as human beings depend on social interaction from birth and throughout 
their lives, so they depend on the empathy of others. Empathy itself is a cultural 
construct in one sense. Culture reproduces itself through the social communica-

22 See Habermas (2004) for one version of this conviction.
23 Swarm intelligence, instantiated by a population of individual agents interacting 

with each other and their common environment, display an emergent “collective 
intelligence” of which the individual agents are unaware. Natural examples range 
from ant colonies to bacterial growth. AI examples range from swarm robotics to 
swarm prediction (in forecasting) to swarm technology for planetary mapping to 
swarm intelligence for data mining. In both types of examples, the absence of self-
conscious intentionally oriented on cooperation marks the non-political quality of 
swarm intelligence.

24 AI might be able to provide a “third person perspective” by which participants could 
judge themselves and others, to determine similarities and differences in viewpoint, 
assumptions, or particular knowledge. If such determinations are measurable, AI 
would exceed human capacity for objectivity. But AI cannot contribute at those 
points where the communication is oriented by moral consciousness.
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tion of the members of a community. Social communication is carried by indi-
viduals whose cognition reflects these cultural programs.25

To be sure, empathy is all too often in short supply. But the abiding task of gener-
ating and maintaining empathy with political community is one more example of 
ways in which AI cannot make itself independent of HI in political contexts. In 
the form of computer-based media, for example, AI can lead to a public sphere that 
disconnects a citizenry’s beliefs, preferences, and convictions from policy and other 
decisions. It may relate actor and audience online but only asymmetrically (such 
as hierarchical organization through webmasters and moderators, and Internet 
services that control content, employees, or consumers). Corporations or other 
private economic powers may capture whole sectors of the Internet – by filtering 
political claims through market categories, for example, or through private media 
interests deploying the power that comes with significant property to wield dispro-
portionate influence over public policy or electoral campaigns.26 The Internet 
creates privacy concerns where “corporations even more than governments have a 
strong interest in developing profiles of their customers together with their infor-
mation and communication preferences” (Gould 2004: 241).

These are not problems that AI can solve. For example, accountability in 
cyberspace requires the application to the online sphere of community-oriented 
off-line laws  – and such laws are a political community’s self-organization. 

25 For example, by “studying cultural values, practices, and beliefs at a neural level, we 
gain leverage on understanding how cultural context affects normal brain functioning 
in the laboratory setting”; further, “Cultural variation in how symptoms of the same dis-
order are expressed or even experienced has significant implications for clinical diagno-
ses, as well as for the classification of mental disorders” (Chiao and Cheon 2012: 298).

26 But AI could support political efforts such as “deliberative domains” (Sunstein 2007): 
Internet sites where people of very different views are invited to read and participate in 
discussions of a topic of one’s choice, by clicking on icons representing, for example, 
national security, wars, civil rights, the environment, unemployment, foreign affairs, 
poverty, children, labor unions, and so forth. Digitally facilitated deliberation would 
also benefit (following Sunstein’s analysis) if some governments provided a funding 
mechanism to subsidize the development of some such sites, without having a mana-
gerial role. It would benefit if sites voluntarily adopted an informal code to cover sub-
stantive issues in a serious way, avoiding sensationalistic treatment of politics, giving 
extended coverage to public issues, and allowing diverse voices to be heard. It would 
benefit if links were used creatively to draw people’s attention to multiple views: for 
example, persons who use websites are, in a sense, themselves commodities, at least 
as much as they are consumers; and in the context of the Internet, the point of links is 
to capture users’ attention, however fleetingly. Sunstein imagines providers of mate-
rial with a certain point of view also providing links to sites with a very different point 
of view – a left-wing site, say, might agree to provide icons for a right – wing site in 
return for an informal agreement to reciprocate. I develop an extended discussion of 
digital technology as a political resource in Gregg (2016: 132–154).
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Empathy in this sphere might help with the lack of empathy in computer-based 
social media. This potential can only be realized by HI, if it can at all. After all, 
most of the meaning of what happens in digital space, like the norms that judge 
online experience, comes from the non-digital settings of political community. 
On the one hand, cyberspace can hardly escape the particular values, cultures, 
power systems, inequalities, hierarchies, and the institutional orders in which 
it is embedded. On the other hand, off-line civic membership can combine 
elements of the private and the public sphere if civic membership becomes a 
zone for a critical, debating public in which people come together as a public to 
confront, for example, public political entities that threaten the private sphere 
with regulation or economic interests that, as private interests, threaten the 
private sphere if those interests are inadequately regulated or unregulated. And 
AI can hardly replace a nation state that furthers the private sphere by protecting 
and facilitating pluralism in viewpoints and ways of life (by arbitrating among 
private interests, such as individual privacy, and public interests, such as public 
security).

Empathy as a concern for one’s fellow members of political community is a 
political deployment of consciousness. One aspect of its political capacity involves 
the fact that it requires the bearer of empathy to be a free agent, capable of exer-
cising free will. So the question is not: How can “subjective experience … arise 
from activity in neurons?” but rather: “Why does my brain make me experience 
myself as a free agent?” (Frith 2007: 190). Because “we get some advantage from 
experiencing ourselves as free agents,” Frith assumes (ibid.). I would make that 
assumption concrete, quite beyond Frith. I would argue that the advantage is the 
capacity for politics. If AI were ever to pose a danger, then that danger would be 
something that threatened that capacity.

So far, the digitalized world does not threaten the world of natural neurons. 
Artificial neurons do not threaten to displace natural neurons in spheres of social 
responsibility. Were that to happen, however, we might confront a problem like 
that sketched by Istvan (2015: 1): if AI ever became able to empathize, then “it 
must also be able to like or dislike – and even to love or hate something,” because 
“for a consciousness to make judgments on value, both liking and disliking (love 
and hate) functions must be part of the system.” Correspondingly, Sparrow (2012) 
argues that a capacity to act ethically entails a capacity to act unethically.

What if AI somehow came to express something of the “humanity” of human 
beings (such that AIs “experience the same modern-day problems – angst, bigotry, 
depression, loneliness and rage – afflicting humanity” [Istvan 2015: 1])? Note that 
the non-biological notion of ”humanity” is a social construct  – with immense 
variety across time and culture. If we define humanity narrowly to mean human 
beings with cultural preferences, specifically normative preferences articulated 
in terms of norms (ethics, morals, laws, customs, mores, in short: guidelines for 
appropriate and desirable behaviour), then the question is: Will AI someday be 
able to diminish “humanity”?
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AI will not be able diminish the “humanity” of human beings unless human 
communities allow it to do so. Consider four of many circumstances in which this 
might happen: if communities (a) accord AI a humanoid status; (b) construct legal 
relationships with AI as rights-bearing entities; (c) come to view AI as capable 
of immorality; or if (d) AI displaces human responsibility for actions in political 
community.

(a) If certain AI traits entitled a human-like AI to “different sets of legal 
rights” (Mehlman et al. 2017: 8) or if AI ever becomes like animals capable of 
experiencing pain or suffering (Torrance 2013), at that point political communities 
might invest it with legal rights to physical integrity or to be free from the inflic-
tion of suffering (Balkin 2015; Calo 2015).27 We already observe forms of AI that 
generate positive human affect, such as therapeutic robots (Tergesen and Inada 
2010). Positive human affect may be inclined to invest such AI with rights against 
“cruel” treatment by humans.

(b) Political communities might find reasons to construct legal relationships 
with AI as rights-bearing entities for another reason as well. A “primary means 
of protecting humans from harm caused by other humans” is law (understood 
minimally as “the reciprocal system of rights and obligations”) (Mehlman et al. 
2017: 1). Political communities might seek to govern human-AI interaction by 
legal means. They might make AI legally subject to some of the regulations to 
which humans are now subject, such as fines or imprisonment. They might be 
inclined to do so if they were persuaded that AI could experience a sanction in the 
negative way intended by humans who imposed it. They might do so if persuaded 
that AI could be committed to obeying the law (Vladeck 2014). And they might 
be tempted to increase the legal rights of AI as its relevant capacities increased 
with technological developments. They might even consider assigning AI a role in 
adjudicating disputes and perhaps in legislating. Doing so might seem to promise 
a contribution to reducing problems associated with judicial dockets as well as 
legislative solutions chronically in temporal arrears.

(c) AI might diminish the “humanity” of human beings if humans came to 
view AI as capable of making “immoral” or “unethical” decisions in the sense of 
harming humans out of anger or other emotions (Arkin 2010). In this scenario, AI 
somehow would have emotions. If so, it might very well have “positive” emotions, 
such as empathy with other AI or with humans. Wallach and Allen (2009) argue 
that the capacity for empathy increases the likelihood that AI would engage with 
its human interlocutors ethically.28 For example, it would not unintentionally 

27 The Eighth Amendment to the American constitution prohibits punishment that 
is “cruel and unusual.” But what counts as “cruel and unusual” for humans hardly 
implies what might count as cruel and unusual for AI.

28 To be sure, scholars have imagined AI with such a capacity. Wallach and Allen (2009) 
advocate the development of such AI on the argument that AI requires a capacity for 
emotions to have a capacity for empathy for other beings, whether AI or humans.
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harm humans even if it perceived some benefit from doing so.29 Of course, harm 
might result from design or programming error. Or humans might program AI 
intentionally to harm other humans, as in AI deployed in military contexts (Lucas 
2014; Russell 2015) or in civilian contexts such as law enforcement (Abney 2012). 
To be sure, such deployments are inherently risky, given that AI might calculate 
that a pre-emptive strike will maximize the likelihood of prevailing in an armed 
or otherwise violent conflict.30

(d) If we think of political capacity as the capacity of members of a political 
community to attribute, mutually, responsibility for actions, then we may view HI 
as distributing the performance of responsibility across membership in a political 
community. Politics so understood is fundamental to human society in a way that 
AI one day would challenge if members of a political community, by means of AI, 
came no longer to need to be able to attribute responsibility for their actions and 
the actions of others.

In this sense, AI would pose a political danger if it became inflected in political 
community – inflected to such an extent that, in conducting their lives and affairs, 
members of a community became so dependent on AI that it began to debilitate 
political means and political goals in a specific sense. By means and goals I refer 
to such politically fundamental matters as individual autonomy, collective self-
determination, and the mutual attribution of responsibility.

AI that undertook the political tasks of human community would represent 
mankind’s self-incurred debasement to a political status subordinate to AI. The 
community might eventually experience that status as a kind of “natural fate” in 
the sense of parameters it confronts rather than parameters it chooses. AI would 
have diminished and reversed human independence from its own artefacts and 
from its manmade environment.

Conclusion: Possible Political Dangers of AI

AI is not biological and does not evolve like the HI that creates it. I analysed six 
consequences and drew conclusions: (1) The potential political challenges AI poses 
derive from culture not nature, as a comparison with GEHI shows. (2) Whereas 
GEHI may violate whatever humans decide to construct as the moral meaning 
of being human, AI may generate unwanted, unintended consequences, such as 

29 Because the construal of benefit is perspectival, AI might be programmed in terms 
of a particular ethical system. The problem remains: among competing systems, 
which would be the best choice and why, and how best to respond to the inevitable 
disagreement with others over any given choice?

30 How best to program such AI becomes all the more challenging in light of possible 
competing interests in the likely intertwined sources of AI development: scholarly 
research, commercial investment, and military funding, for example.
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rendering citizens dependent on AI to the point of undermining political goals 
such as individual autonomy and collective self-determination. (3) Emergent prop-
erties and distributed intelligence allow, in HI, for human integration; in AI, for 
the integration of information with or without humans. (4) The political capacity of 
HI depends on a conscious mind in the sense of a relationship among brain, body, 
and environment; AI has no such capacity. (5) Consciousness is co-constitutive 
of its environment in various kinds of exchange; quite beyond AI, HI is capable 
of exchange as a form of moral interaction, such as contestations of competing 
value-commitments with respect to the organization of political community. (6) 
The political capacity of human cognition is the capacity for a mutual attribu-
tion of responsibility among members of political community; but AI may tempt 
citizens to undermine a politics of mutual responsibility by outsourcing, to tech-
nology, forms of social integration that otherwise require the mutual attribution 
of responsibility among citizens.

To be sure, the mutual attribution of responsibility by members of a political 
community is no guarantee of just politics; it cannot always prevent injustice. 
The moral promise of mutual attribution depends in part on how any number 
of difficult questions might best be answered: Does citizenship ground special 
responsibilities among compatriots? To what extent are citizens responsible for 
their shared political order (are they responsible for, say, a racist police force?), in 
its very structure (such as significant socio-economic inequality) and in its acts 
(especially public policies)? Be that as it may, a mutual attribution of responsibility 
among citizens is necessary for core aspects of liberal democratic community: a 
basic set of liberties, equal status in legal equality (and perhaps rights to subsis-
tence), and democratic rights to participate in elections of public officials and 
other aspects of decision making in the public sphere. Because these features 
enable citizen participation in political community, they provide the grounds for 
citizens to mutually attribute responsibility to each other.

AI can neither secure nor guarantee these features. But conceivably it could 
provide for social integration along alternative dimensions. And it might contribute 
to public management policies for example by treating responsibility along the 
dimension of accountability and then by basing accountability on algorithmic 
regulations. In healthcare, fair employment, and criminal justice, for example, 
algorithms can balance accountability, efficiency, and fairness and support greater 
evidence-based decision-making, better statistical predictions and recommenda-
tions, and solve complex problems at the limits of human decision-making capaci-
ties. In algorithmic approaches, AI boosts capacities for collecting, classifying, 
structuring, aggregating and analysing data, potentially enhancing insight and 
prediction. It could even contribute to open government. But algorithms cannot 
guarantee such outcomes. After all, to delegate political, economic, and other 
tasks and decisions to algorithms enhances their capacity to include or exclude 
particular groups of people and information in many settings. Algorithms may 
perpetuate or reinforce current patterns of discrimination and create new forms 
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of injustice, by reproducing prejudices of prior participants or persistent social 
biases. Outcomes of algorithmic processes still need to be evaluated by humans to 
identify possible harms created, and only humans can decide who should be held 
accountable. The mutual attribution of responsibility by members of a political 
community is one basis for demanding accountability in the sense of requiring 
decision-makers to present themselves before those whose interests they either 
represent or otherwise affect, and to report and justify algorithmic decision-
making. Mutual attribution of responsibility is also one basis for demanding 
transparency, toward public accountability, in the design and implementation of 
algorithmic systems (an imperative requiring governmental or other oversight in 
cases of sensitive information). Responsibility also involves means of redress for 
injurious consequences of algorithm-driven decisions.

On the one hand, AI connectionism may threaten humans by rendering 
various environments more hostile to humans than otherwise would be the case. 
On the other hand, AI can reduce human hostility to some of these environments, 
including the human and the natural environments. Self-driving automobiles 
provide a significant example that also displays the double-edged nature of any 
technology: “if robotic drivers were as dangerous as human ones, then computer-
controlled cars would never be allowed on the roads. We hold our machines to 
a higher standard than ourselves” (Hayes 2011: 363). Most collisions result from 
driver error (inexperience, inattention, inebriation, misjudgement), not vehicle 
malfunction. AI in autonomous cars might reduce driving fatalities by as much 
as 99 per cent, making cars “the safest of all vehicles” in terms of “deaths per 
passenger miles” (ibid: 363, 366). Computer control would free people to work or 
otherwise occupy themselves in transit, allow for a greater sharing of vehicles, 
their more efficient use (increasing density at constant speeds), and reductions 
in emissions pollution. Yet the “vehicle-to-vehicle communications systems” 
that allow “cars to communicate directly with cars around them using on-board 
computers and a portion of airwave bandwidth” (Fletcher 2015: 65) will generate 
masses of computer data that could be misused to violate rights to privacy. Who 
would own this data? And in “vehicles that rely heavily on increasingly complex 
computer technology” (ibid), design flaws in hardware or software will affect large 
numbers of vehicles simultaneously.

AI will solve some problems even as it continues to generate others. But it 
does not necessarily pose a political danger. The developing relationship between 
AI and HI defies any essentialist ontology that views them as necessarily and 
enduringly in opposition from one another or even as thoroughly distinct one 
from the other. If there ever is a political danger, it will derive not from AI as such 
but rather from how humans deploy it.

Might AI ever self-deploy? It is today an object for human subjects; might it 
tomorrow become a form of political agency and, if so, in what sense? Could it 
become a civic technology that stimulates citizenship in ways quite beyond the 
political stimuli of newspapers, television, and the Internet? Almost a century ago, 
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Dewey (1927: 30) observed how “industry and invention in technology … create 
means which alter the modes of associated behaviour and which radically change 
the quantity, character, and place of impact of their indirect consequences.” The 
negative consequences of technology call publics into existence with a “common 
interest in controlling these consequences” (ibid: 126). These publics form them-
selves communicatively. They pursue discursive processes of exchange, debate, 
and negotiation. On the one hand, discourse is a human capacity and participation 
would seem limited to humans. To emphasize discourse as core to democratic 
political participation is anthropocentric; so is democratic politics; so is politics as 
such. On the other hand, AI opens up new horizons. It may place into question 
whether speech is the sole medium of democratic political participation.31 The 
idea of “heterogeneous assemblages” suggest otherwise by “taking nonhumans – 
energies, artefacts, and technologies – into account in the analysis of how collec-
tivities are assembled, understanding these less as passive objects or effects of 
human actions and more as active parties in the making of social collectivities and 
political associations” (Braun and Whatmore 2003: xiii–xiv).32 We view human 
intelligence and intersubjectivity as core to political communication. What if we 
come to see intelligence and intersubjectivity as products of heterogeneous assem-
blages? We might conclude that humans realize themselves as social and civic 
beings only in relation to cultural and political environments. If the environments 
are in part material and increasingly involve AI, then perhaps AI (as part of an 
assemblage) is co-constitutive of political phenomena. But even if co-constitutive, 
it need not threaten the linguistic medium of politics by replacing it, say, with the 
social steering media of administrative power or money (Habermas 1981). It need 
not displace the citizen-subject who speaks in the sense that political participation 
is discourse among subjects.

Indeed, AI might one day help citizens cope with some of problems that plague 
democratic politics and public will formation. And to do so, it does not itself require 
speech. It might draw on Dewey’s notion of politics deriving “not from intersub-
jective speech but from communal cooperation” (Honneth 1998: 777), coopera-

31 Latour (2004: 68) argues that things do not “speak ‘on their own,’ since no beings, 
not even humans, speak on their own, but always through something or some-
one else.” That “something else” includes language. If it one day included AI, that 
“something else” would be different from language: a medium that does not shape 
or determine the content of what the human speaker says. If AI becomes able not 
only to answer questions asked by humans but to define problems itself and to ask 
its own questions, it may well be speaking for itself, hence thinking for itself.

32 Assemblage theory proposes “taking nonhumans – energies, artefacts, and technolo-
gies – into account in the analysis of how collectivities are assembled, understanding 
these less as passive objects or effects of human actions and more as active parties in 
the making of social collectivities and political associations” (Braun and Whatmore 
2003: xiii–xiv). It posits the capacity of things, and not only human agents, to be 
involved in the generation of aspects of social organization.
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tion as a “cognitive medium with whose help society attempts, experimentally, to 
explore, process, and solve its own problems with the coordination of social action” 
(ibid., 774). Even as intention and discourse would remain peculiarly human, AI 
would then share in the constitution of political authority by enhancing the coor-
dination of social action and the solution of some of its problems. Should AI ever 
become some kind of non-human subject in the sense that, even as non-human, 
it becomes capable of attributing and bearing responsibility, it will then deserve 
social recognition as more than just an instrumental object for human subjects. It 
might even merit legal rights and incur legal obligations.
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