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1. Introduction

This chapter presents research on the modelling of expressive gesture in 

multimodal interaction and on the development of multimodal interactive 

systems explicitly taking into account the role of expressive gesture in the 

communication process. In this perspective, a particular focus is on dance 

and music performances as first-class conveyors of expressive and emotional 

content.

Expressive gesture is a key concept in our research.1 This paper tries to 

deal with it, and introduces two experiments aiming at understanding the 

non-verbal mechanisms of expressive/emotional communication.

Several definitions of gesture exist in the literature. The most common 

use of the term is with respect to natural gesture, which is defined as a sup-

port to verbal communication. For Cassel and colleagues (1990) “[a] natural 

gesture means the types of gestures spontaneously generated by a person 

telling a story, speaking in public, or holding a conversation.” McNeill (1992) 

in his well-known taxonomy divides the natural gestures generated during 

a discourse into four different categories: iconic, metaphoric, deictic, and 

beats. In a wider perspective, Kurtenbach and Hulteen (1990) define gesture 

as “a movement of the body that contains information.”2

In artistic contexts, and in particular in the field of performing arts, ges-

tures are often not intended to denote things or to support speech as in the 

traditional framework of natural gesture, but the information they contain 

and convey is related to the affective/emotional domain. From this point of 

view, gestures can be considered “expressive” depending on the kind of infor-

mation they convey: expressive gestures carry what Cowie et al. (2001) call 

“implicit messages”3, and what Hashimoto (1997) calls KANSEI. That is, they 

are responsible of the communication of a kind of information (what we call 

expressive content) which is different and in most cases independent from, 

even if often superimposed on, a possible denotative meaning, and which con-

cerns aspects related to feelings, moods, affect, and emotional intentions.

For example, the same action can be performed in several ways, by stress-

ing different qualities of movement: it is possible to recognise a person from 

the way she or he walks, but it is also possible to obtain information about 

the emotional state of a person by looking at her or his gait, e.g., if she or he 

is angry, sad, happy. In the case of gait analysis, we can therefore distinguish 

among several objectives and layers of analysis: a first one aiming at describ-

1 Camurri et al. 2005

2 A survey and a discussion of existing definition of gesture can be found in Cadoz 
and Wanderley 2000.

3 Cowie et al. 2001
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ing the physical features of the movement, for example in order to classify 

it;4 a second one aiming at extracting the expressive content gait conveys, 

e.g., in terms of information about the emotional state that the walker com-

municates through her or his way of walking. From this point of view, walking 

can be considered as an expressive gesture: even if no denotative meaning 

is associated with it, it still communicates information about the emotional 

state of the walker, i.e., it conveys a specific expressive content. In fact, in this 

perspective the walking action fully satisfies the conditions stated in the defi-

nition of gesture by Kurtenbach and Hulteen (1990): walking is “a movement 

of the body that contains information.” Some studies can be found aiming 

at analysing the expressive intentions conveyed through everyday actions: 

for example, Pollick (2001) investigated the expressive content of actions like 

knocking or drinking.

If on the one hand expressive gestures partially include natural gestures, 

that is, natural gestures can also be expressive gestures, we face on the other 

hand a more general concept of expressive gesture that includes not only nat-

ural gestures but also musical, human movement, and visual (e.g. computer-

animated) gestures. Our concept of expressive gesture is therefore somewhat 

broader than the concept of gesture as defined by Kurtenbach and Hulteen, 

since it also considers cases in which, with the aid of technology, communica-

tion of expressive content takes place even without an explicit movement of 

the body, or, at least, the movement of the body is only indirectly involved in 

the communication process. This can happen, for example, when using visual 

media. The expressive content is conveyed through a continuum of possible 

ways ranging from realistic to abstract images and effects: cinematography, 

cartoons, virtual environments with computer-animated characters and ava-

tars, and expressive control of lights in the context of a theatre (e.g. related 

to actor’s physical gestures). Consider, for example, a theatre performance: 

the director, choreographer, composer can ask actors, dancers, musicians, to 

communicate content through a number of expressive gestures (e.g., dance 

and/or music phrases). At the same time, technology allows the director to 

extend the language available to him. He can map motion or music features 

onto particular configurations of lights, in movements of virtual characters, 

in automatically generated computer music and live electronics. In this way, 

he can create an “extended” expressive gesture that, while still having the 

purpose of communicating an expressive content, is only partially related to 

explicit body movements: in a way, such “extended expressive gesture” is the 

result of a juxtaposition of several dance, music, and visual gestures, but it 

is not just the sum of them, since it also includes the artistic point of view 

4 Quite a lot of research work can be found in the computer vision literature about 
gait analysis, see for example Liu et al. 2002.
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of the director who created it, and it is perceived as multimodal stimuli by 

human spectators.

Our research on expressive gesture aims at the development of interac-

tive multimedia systems enabling novel interaction paradigms and allowing 

a deeper engagement of the user by explicitly observing and processing his/

her expressive gestures. Since artistic performances use non-verbal commu-

nication mechanisms to convey expressive content elaborately, we focused 

on performing arts, and in particular on dance and music performances, as 

a test-bed where computational models of expressive gesture and algorithms 

for expressive gesture processing can be developed, studied, and tested.

In particular, our attention has been focused on two aspects:

- Expressive gesture as a way to convey a particular emotion to the 

audience;

- Expressive gesture as a way to emotionally engage the audience.

Each of these has recently been the subject of experiments at our lab aim-

ing at understanding which features in an expressive gesture are responsible 

for the communication of the expressive content, and how the dynamics of 

these features correlates with a specific expressive content.

In this paper, we concretely illustrate our approach by presenting two 

experiments focused on these two aspects.

The first one aims at (i) individuating which motion cues are mostly 

involved in conveying the dancer’s expressive intentions (in term of basic 

emotions) to the audience during a dance performance and (ii) testing the 

models and algorithms developed by comparing their performances with 

spectators’ ratings of the same dance fragments.

The second one investigates the mechanisms responsible for the audi-

ence’s engagement in a musical performance. The aim of this experiment 

is again twofold: (i) individuating which auditory and visual cues are most 

involved in conveying the performer’s expressive intentions and (ii) testing the 

developed model by comparing their performances with spectators’ ratings of 

the same musical performances.

For the analysis of expressive gesture in these experiments a unifying 

conceptual framework was adopted.
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2. The Layered Conceptual Framework

The experiments presented in this paper address expressive gesture in 

music and dance performance.

While gesture in dance performance mainly concerns the visual/physical 

modality (even if the auditory components can be relevant as well), gesture in 

music performance uses both the auditory and the visual channels to convey 

expressive information, and, thus, it is multimodal in its essence. Gestures in 

music performance are not only the expressive and functional gestures that 

a performer physically makes, but also include expressive gestures present 

in the sound produced. When we define gestures as structural units that 

have internal consistency and are distinguished in time and quality from 

neighbouring units, it is possible to analyse gestures in both modalities. 

Multimodality is therefore a key issue. In order to deal with multimodal input 

a unifying conceptual framework has been adopted.5 It is based on a layered 

approach ranging from low-level physical measures (e.g., position, speed, 

acceleration of body parts for dance gestures, sampled audio signals or MIDI 

messages for music gesture) toward descriptors of overall gesture features 

(e.g., motion fluency, directness, impulsiveness for dance gestures, analysis 

of melodic and harmonic qualities of a music phrase for music gestures).

This layered approach is sketched in Figure 1. Each layer is depicted with 

its inputs, its outputs, and the kind of processing it is responsible for. In the 

following sections, each layer will be discussed with respect to its role in the 

two experiments.

Our conceptual framework, here presented for analysis, can also be 

applied for synthesis of expressive gesture: for example for the generation 

and control of the movement of avatars, virtual characters, or robots in Mixed 

Reality scenarios, as well as for the synthesis and interpretation of music. 

Examples of synthesis of expressive movement and expressive audio content 

are well documented in literature.6

Finally, it should be noticed that in the perspective of developing novel 

interactive multimedia systems for artistic applications, such a framework 

should be considered in the context of a broader Mixed Reality scenario in 

which virtual subjects (e.g., virtual characters) who behave both as observ-

ers and as agents perform the four layers of processing in the analysis of 

observed expressive gestures and in the synthesis of expressive gestures to 

communicate (directly or remotely) with other real and virtual subjects.

5 Camurri et al. 2005

6 See e.g. the EMOTE system (Chi et al. 2000) for generation of movement of avatars 
and virtual characters based on high level motion qualities, and the systems for synthe-
sis of expressive music performances developed at KTH (Friberg et al. 2000) and by the 
DEI-CSC group at the University of Padova (Canazza et al. 2000).
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Fig. 1. The layered conceptual framework and its instantiation in the two 
experiments
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3. Modeling expressive gesture in dancers

As an example of analysis of expressive gesture in dance performance, 

we discuss an experiment carried out in collaboration with the Department 

of Psychology of the University of Uppsala (Sweden) in the EU-IST MEGA 

project.

The aim of the experiment was twofold: (i) individuating which motion 

cues are mostly involved in conveying the dancer’s expressive intentions to 

the audience during a dance performance and (ii) testing the developed mod-

els and algorithms by comparing their performances with spectators’ ratings 

of the same dance fragments.

In the case of this experiment, expressive gesture was analysed with 

respect to its ability to convey emotions to the audience. The study focused 

on the communication through dance gesture and recognition by spectators 

of the four basic emotions: anger, fear, grief, and joy.

The research hypotheses are grounded in the role of the Laban’s dimen-

sions in dance gesture, as described in Laban’s Theory of Effort:7

- The time dimension in terms of overall duration of time and tempo 

changes also elaborated as the underlying structure of rhythm and 

flow of the movement;

- The space dimension in its aspects related to Laban’s “personal 

space” e.g., to what extent limbs are contracted or expanded in rela-

tion to the body centre;

- The flow dimension in terms of analysis of shapes of speed and energy 

curves, and frequency/rhythm of motion and pause phases;

- The weight dimension in terms of amount of tension and dynamics in 

movement, e.g., vertical component of acceleration.

These cues were predicted to be associated in different combinations to 

each emotion category.8

3.1 The experiment

An experienced choreographer was asked to design a choreography such 

that it excluded any propositional gesture or posture and it avoided stere-

otyped emotions.

7 Laban 1963; Laban/Lawrence 1947

8 Details can be found in Camurri/Lagerlöf/Volpe 2003.
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In Uppsala, five dancers performed this same dance with four different 

emotional expressions: anger, fear, grief and joy. Each dancer performed all 

four emotions. The dance performances were video-recorded by two digital 

videocameras (DV recording format) standing fixed in the same frontal view 

of the dance (a spectator view). One camera obtained recordings to be used 

as stimuli for spectators’ ratings. The second video camera was placed in 

the same position but with specific recording conditions and hardware set-

tings to simplify and optimise automated recognition of movement cues (e.g., 

high speed shutter). Dancers’ clothes were similar (dark), contrasting with 

the white background, in an empty performance space without any scenery. 

Digitised fading eliminated facial information and the dancers appeared as 

dark and distant figures against a white background.

The psychologists in Uppsala then proceeded in collecting spectators’ rat-

ings: the dances were judged with regard to perceived emotion by 32 observ-

ers, divided in two groups. In one group ratings were collected by ‘forced 

choice’ (choose one emotion category and rate its intensity) for each perform-

ance, while the other group was instructed to use a multiple choice schema, 

i.e., to rate the intensity of each emotion on all four emotion scales for each 

performance.

At the same time, at the InfoMus Lab we proceeded in extracting motion 

cues from the video recordings and in developing models for automatic clas-

sification of dance gestures in terms of the basic emotion conveyed.

3.2 Automated Extraction of Motion Cues

Extraction of motion cues followed the conceptual framework described 

in Section 2.

3.2.1 Layer 1

In the case of analysis of dance performance from video, layer 1 is respon-

sible for the processing of the incoming video frames in order to detect and 

obtain information about the motion that is actually occurring. It receives as 

input images from one or more videocameras and, if available, information 

from other sensors (e.g., accelerometers). Two types of output are generated: 

processed images and trajectories of body parts. Layer 1 accomplishes its 

task by means of consolidated computer vision techniques usually employed 

for real-time analysis and recognition of human motion and activity.9 It 

9 See for example the temporal templates technique for representation and recogni-
tion of human movement described in Bobick/Davis 2001.
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should be noted that in contrast to the research of Bobick and J. Davis, we 

do not aim at detecting or recognising a specific kind of motion or activity. The 

techniques we use include feature-tracking based on the Lucas-Kanade algo-

rithm10, skin colour tracking to extract positions and trajectories of hands 

and head, an algorithm to divide a body silhouette into sub-regions, and 

Silhouette Motion Images (SMIs). A SMI is an image carrying information 

about variations of the silhouette shape and position in the last few frames. 

SMIs are inspired by motion-energy images (MEI) and motion-history images 

(MHI).11 They differ from MEIs in the fact that the silhouette in the last (more 

recent) frame is removed from the output image: in such a way only motion 

is considered, while the current posture is skipped. Thus, SMIs can be con-

sidered as carrying information about the “amount of motion” which has 

occurred in the last frames. Information about time is implicit in SMI and is 

not explicitly recorded. We also use an extension of SMIs, which takes into 

account the internal motion in silhouettes. In such a way we are able to dis-

tinguish between global movements of the whole body in the General Space 

and internal movements of body limbs inside the Kinesphere.

3.2.2 Layer 2

Layer 2 is responsible for the extraction of a set of motion cues from 

the data coming from low-level motion tracking. Its inputs are the processed 

images and the trajectories of points (motion trajectories) coming from Layer 

1. Its output is a collection of motion cues describing movement and its 

qualities. According to the research hypotheses described above, the cues 

extracted for this experiment include:

- Cues related to the amount of movement (energy) and in particular 

what we call Quantity of Motion (QoM). QoM is computed as the area 

(i.e., number of pixels) of an SMI.12 It can be considered as an over-

all measure of the amount of detected motion, involving velocity and 

force;

- Cues related to body contraction/expansion, and in particular the 

Contraction Index (CI). CI is a measure, ranging from 0 to 1, of how the 

dancer’s body uses the space surrounding it. The algorithm to com-

pute the CI13 combines two different techniques: the individuation of 

an ellipse approximating the body silhouette and computations based 

10 Lucas/Kanade 1981

11 Bradsky/Davis 2002; Bobick/Davis 2001

12 Camurri/Lagerlöf/Volpe 2003

13 Camurri/Lagerlöf/Volpe 2003
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on the bounding region. The former is based on an analogy between 

the image moments and mechanical moments:14 the eccentricity of the 

approximating ellipse is related to body contraction/expansion. The 

latter compares the area covered by the minimum rectangle surround-

ing the dancer with the area currently covered by the silhouette;

- Cues derived from psychological studies15 such as amount of upward 

movement, dynamics of the Contraction Index (i.e., how much CI was 

over a given threshold along a time unit);

- Cues related to the use of space: length and overall direction of motion 

trajectories;

- Kinematical cues (e.g., velocity and acceleration) calculated on motion 

trajectories.

For those cues depending on motion trajectories a Lucas-Kanade feature 

tracker was employed in Layer 1. A redundant set of 40 points randomly 

distributed on the whole body was tracked. Points were reassigned each time 

dancers stopped their motion (i.e., a pause was detected) so that a small and 

non-significant amount of points was lost during tracking. Overall motion 

cues were calculated by averaging the values obtained for each trajectory.

3.2.3 Layer 3

Layer 3 is in charge of segmenting motion in order to individuate motion 

and non-motion (pause) phases. QoM was used to perform such segmenta-

tion. QoM is related to the overall amount of motion and its evolution in time 

can be seen as a sequence of bell-shaped curves (motion bells). In order to 

segment motion, a list of these motion bells was extracted and their features 

(e.g., peak value and duration) computed. An empirical threshold was defined 

for these experiments: the dancer is considered to be moving if its current 

QoM is above 2.5% of the average value of the QoM computed along each 

whole dance fragment.

Segmentation allows further higher-level cues to be extracted, e.g., cues 

related to the time duration of motion and pause phases. A concrete example 

is the Directness Index (DI), calculated as the ratio between the length of the 

straight trajectory connecting the first and the last point of a motion trajec-

tory and the sum of the lengths of each segment constituting the trajectory. 

Moreover, segmentation can be considered as a first step toward the analysis 

of the rhythmic aspects of the dance. Analysis of the sequence of pause and 

motion phases and their relative time durations can lead to a first evaluation 

14 Kilian 2001

15 See for example Boone/Cunningham 1998
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of dance tempo and its evolution in time, i.e., tempo changes and articula-

tion (the analogue to music legato/staccato). Parameters from pause phases 

can also be extracted to differentiate real standing-still positions from active 

pauses involving low-motion (hesitation, subtle swaying or tremble, e.g., due 

to instable equilibrium or fatigue).

Furthermore, motion fluency and impulsiveness can be evaluated. They 

are related to Laban’s Flow and Time axes. Fluency can be estimated start-

ing from an analysis of the temporal sequence of motion bells. A dance frag-

ment performed with frequent stops and restarts (i.e., characterised by a high 

number of short pause and motion phases) will gain the result of being less 

fluent than the same movement performed in a continuous, “harmonic” way 

(i.e., with a few long motion phases). The hesitating, bounded performance 

will be characterised by a higher percentage of acceleration and deceleration 

in the time unit (due to the frequent stops and restarts), a parameter that has 

been demonstrated to be of relevant importance in motion flow evaluation.16’

A first measure of impulsiveness can be obtained from the shape of a 

motion bell. In fact, since QoM is directly related to the amount of movement 

detected, a short motion bell having a high peak value will be the result of an 

impulsive movement (i.e., a movement in which speed rapidly moves from a 

value near or equal to zero, to a peak and back to zero). On the other hand, 

a sustained, continuous movement will show a motion bell characterised by 

a relatively long time period in which the QoM values have little fluctuations 

around the average value (i.e., the speed is more or less constant during the 

movement).

Fluency and impulsiveness are also related to the spectral content of the 

QoM: a movement having significant energy at high frequencies is a candi-

date to be characterised by low fluency.

3.2.4 Layer 4

In this experiment, Layer 4 collects inputs from Layers 2 and 3 (18 varia-

bles have been calculated on each detected motion phase) and tries to classify 

a motion phase in terms of the four basic emotions anger, fear, grief and joy. 

As a first step, statistical techniques have been used for a preliminary 

analysis: descriptive statistics and a one-way ANOVA have been computed 

for each motion cue.17

16 See for example Zhao 2001, where a neural network is used to evaluate Laban’s 
flow dimension.

17 Results of such preliminary analysis can be found in Mazzarino 2002; Camurri/
Lagerlöf/Volpe 2003; Volpe 2003.
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Decision tree models were then built for classification. Five training sets 

(85% of the available data) and five test sets (15% of the available data) were 

extracted from the data set. The samples for the test sets were uniformly dis-

tributed along the four classes and the five dancers. Five decision trees were 

built on the five training sets and evaluated on the five test sets. The Gini’s 

index of heterogeneity was used for building the decision trees. Decision trees 

were selected for this study since they produce rules that can be used to 

interpret the results. Comparison with other classification techniques (e.g., 

Neural Networks, Support Vector Machines) remains a task for possible 

future work.

The above-described techniques in the four layers were implemented in 

our EyesWeb open software platform.18 The Expressive Gesture Processing 

Library19 includes these and other processing modules.

3.3 Results 

Results from spectators’ ratings are described in Camurri/Lagerlöf/Volpe 

2003. The results obtained on the five decision trees can be summarised 

as follows (results for the best model are reported in Tables 1 and 2 (see p. 

232) showing the confusion matrices for the training set and for the test set 

respectively).

Two models (3 and 5) fit the data set quite well; the rates of correct clas-

sification on the training set for these two models averaged over the four 

classes are 78.5% and 61.6%, respectively. Three models (1, 2, and 4) have 

difficulties in classifying fear. The rates of correct classification on the training 

set for these three models averaged over the four classes are 41.9%, 38.7%, 

and 36.0%, respectively. Models 2 and 4 also have problems with joy, which 

means that they distinguish correctly only between anger and grief.

A similar situation can be observed in the evaluation carried out on the 

test set: only models 3 and 5 are able to classify all four emotions correctly. 

Model 1 cannot classify fear, while models 2 and 4 cannot classify fear and 

joy.

The rates of correct classification on the test set for the five models aver-

aged on the four classes are respectively: 40%, 36%, 36%, 26%, and 40%. 

Thus the average rate of correct classification on the five models is 35.6%. 

Except for model 4, they are all above chance level (25%). Model 5 can be 

considered as the best model, since it has a rate of correct classification of 

40% and is able to classify all four emotions.

18 Camurri et al. 2000; Free download of technical documentation and full software 
environment are available at <http://www.eyesweb.org>.

19 Camurri/Mazzarino/Volpe 2003
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These rates of correct classification, which at first glance seem to be quite 

low (40% being the best model), should however be considered with respect 

to the rates of correct classification by spectators who were asked to classify 

the same dances. In fact, spectators’ ratings collected by psychologists in 

Uppsala show a rate of correct classification (averaged over the 20 dances) 

of 56%.

The rate of correct automatic classification (35.6%) is thus in between 

chance level (25%) and the rate of correct classification for human observers 

(56%).

Furthermore, if the rate of correct classification for human observers is 

considered as a reference, and percentages are recalculated taking it as 100% 

(i.e., relative instead of absolute rates are computed), the average rate of cor-

rect automatic classification with respect to spectators is 63.6%, and the best 

model (i.e., model 5) obtains a rate of correct classification of 71.4%.

By observing the confusion matrix of the best model (both for the test set 

and for the training set) it can be noticed that fear is often classified as anger. 

This particularly holds for the test set, where fear is the basic emotion which 

receives the lowest rate of correct classification, since 6 of the 13 motion 

phases extracted from fear performances are classified as anger. Something 

similar can be observed in spectators’ ratings.20

20 Camurri/Lagerlöf/Volpe 2003

Class Total %Correct %Error Anger Fear Grief Joy

Anger 64 71.9 28.1 46 10 2 6

Fear 60 61.7 38.3 15 37 1 7

Grief 86 47.7 52.3 10 19 41 16

Joy 74 64.9 35.1 13 8 5 48

Table 1. Confusion matrix for the training set for the best decision tree

Class Total %Correct %Error Anger Fear Grief Joy

Anger 12 41.7 58.3 5 3 0 4

Fear 13 30.8 69.2 6 4 2 1

Grief 12 41.7 58.3 2 0 5 5

Joy 13 46.1 53.8 4 0 3 6

Table 2. Confusion matrix for the test set for the best decision tree
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A deeper comparison with spectator’s ratings shows that while anger 

is generally well classified both by spectators and by the automatic system 

(60% for automatic recognition vs. 60.6% for spectators), quite bad results 

are obtained for fear (below chance level for the automatic classification). 

The biggest overall difference between spectators and automatic classification 

was observed for joy (70.4% for spectators vs. 27.7%, just above chance level, 

for automatic classification). In the case of grief instead, automatic classifica-

tion performs better than human observers (48.3% for automatic classifica-

tion vs. 39.8% for spectators): this happens in five cases and mainly for grief. 

In seven cases, the rate of correct classification for the automatic system is 

below chance level (and this always happens for fear). In one case, automatic 

classification did not succeed in finding the correct emotion (Fear – Dancer 

4), but spectators obtained 67% of correct classification. In another case, 

spectators’ ratings are below chance level (Grief – Dancer 5), but automatic 

classification could obtain a rate of correct classification up to 50%.

Dancer 1 obtained the lowest rates of correct classification both from 

spectators and from the models. Dancer 5 obtains similar rates from both. 

Dancer 2 is the best classified by spectators and also obtains a quite high 

rate (with respect to the other dancers) in automatic classification.

4. Analysis of expressive
gesture in music performance

The second experiment investigates the mechanisms responsible for the 

audience’s engagement in a musical performance.21 The aim of this experi-

ment is again twofold: (i) individuating which auditory and visual cues are 

most involved in conveying the performer’s expressive intentions and (ii) test-

ing the model developed by comparing its performance to spectators’ ratings 

of the same musical performances.

In this experiment, expressive gesture was analysed with respect to its 

ability to convey the intensity of emotion to the audience. The study focused 

on communication through visual and auditory performance gestures of emo-

tional intensity and the effect of it on spectators’ emotional engagement.

The research hypotheses combine hypotheses from Laban’s Theory of 

Effort22 with hypotheses stemming from performance research23 and research 

on the intensity of emotion and tension in music and dance:24

21 More detailed description of such an experiment is available from Timmers et al. 
2006.

22 Laban 1947, Laban/Lawrence 1963

23 Palmer 1997; Timmers 2002

24 Krumhansl 1996; Krumhansl/Schenck 1997
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1. Emotional intensity is reflected in the degree of openness (release) or 

contraction (tension) of the torso of the performer.

2. Emotional intensity is communicated by the main expressive means 

for a pianist: tempo and dynamics.

3. Intensity increases and decreases with energy level (speed of move-

ments, loudness, tempo).

4. Intensity is related to the performer’s phrasing: it increases towards 

the end of the phrase and decreases at the phrase boundary with the 

introduction of new material.

4.1 Method

4.1.1 Musical performance

A professional pianist was asked to perform an emotionally engaging piece 

of his choice at a concert that was organised for the experiment’s purpose. He 

performed the piece first without public in a normal manner and an exagger-

ated manner and then with public in a normal, concert manner. Exaggerated 

meant with enhanced expressivity, which was, according to the pianist, con-

sistent with the style of performance of the early 20th Century.

He performed on a Yamaha Disklavier, which made it possible to regis-

ter MIDI information of the performance. In addition, audio recordings were 

made, and video recordings from four sides (Fig. 2). The video recordings from 

the left were presented to the participants of the experiment.

The pianist chose to perform Etude Op. 8 no. 11 by Alexander Skriabin, 

which is a slow and lyrical piece (Andante cantabile) in a late Romantic style 

that has a considerable amount of modulations. According to the pianist, the 

piece can be played with a lot of freedom. Theoretically, the piece has a simple 

A B A with coda structure (A A’ B A’’ A’’’ C, to be more precise), but the pianist 

interpreted the line of the music differently: the first main target of the music 

is a release of tension halfway through the B section. Everything preceding 

this target point is a preparation for this tension release. The A section is 

anyway preparatory; it leads towards the start of the B section, which is the 

real beginning of the piece. After this release of tension, the music builds up 

towards the dramatic return of the theme of the A section. This prepares for 

the second possible point of tension release halfway through the coda at a 

general pause. The release, however, is not continued, and the piece ends 

most sadly.
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4.1.2 Participants

12 people participated in the experiment; among them were four musi-

cians. The participants varied greatly in musical experience. Some of them 

never had had music lessons and hardly listened to classical music, while 

others had basically performed classical music for their entire lives.

4.1.3 Procedure

The participants saw the performances on a computer screen and heard 

them on loudspeakers. They saw and heard the performances two times. 

During the first hearing, they indicated the phrase boundaries in the music 

by pressing the button of the joystick. During the second hearing, they indi-

cated to what extent they were emotionally engaged with the music by mov-

ing a MIDI-slider up and down. The order of the repeated performances was 

randomised over participants. The whole procedure was explained to them by 

a written instruction and a practice trial.

Fig. 2. Video recordings of the piano performances (right, top, left, and front 
views)
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4.2 Analyses

4.2.1 Auditory Performance Data

The key velocity and onset times of notes were extracted from the MIDI 

files (layer 1). From this, the average key velocity for each quarter note was 

calculated as well as inter-onset intervals (IOI’s) between successive quarter 

notes (layer 2). The quarter note IOI is an accurate measure of local duration, 

while key velocity corresponds well to local loudness. These measures were 

interpreted as a direct expression of emotional intensity and as an expression 

of musical phrasing.25

4.2.2 Visual Performance Data

For the analysis of the movement of the pianist, we concentrated on the 

movement of the head, which shows both backward-forward movement (y-di-

rection) and left-right movement (x-direction). The position of the head was 

measured, using the Lucas and Kanade feature-tracking algorithm26 that 

assigns and tracks a specified number (in our case 40) of randomly assigned 

moving points within a region (layer 1). Velocity and acceleration were cal-

culated for each trajectory using the symmetric backward technique for the 

numeric derivative (layer 2). Average values of position and velocity among 

the forty trajectories were calculated for both the x and y component. In 

addition, the velocity values were integrated for the x and y movement to get 

a general measure of amount of movement over time. Redundancy in the 

number of points (i.e., forty points instead, for example, of just the barycentre 

of the blob) allowed us to get more robust and reliable values for velocity. A 

low-pass filter was applied to smooth the data obtained. Measures were sum-

marised per quarter-note in order to be comparable to the other measures.

4.2.3 Spectators’ ratings

For each quarter note in the performance, the number of people who indi-

cated a phrase boundary was calculated by summing the number of bound-

ary indications per quarter note over participants. This sum per quarter note 

was expressed as a multiple of chance-level, where chance-level corresponded 

to an even distribution of the total of segment-indications over quarter notes. 

This segmentation measure will be abbreviated as SM.

25 See 4.3 Results.

26 Lucas/Kanade 1981
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The indication of emotional engagement was measured at a sampling rate 

of 10 Hz using a MIDI-slider that had a range from 0 to 127. The average level 

of the MIDI-slider (emotion measure, abbreviation EM) per quarter note was 

calculated for each participant separately.

An EyesWeb patch application was developed to store and process partici-

pants’ data in real-time.

4.3 Results

4.3.1 Auditory Performance Data (layer 3)

The resulting profiles 

of quarter note key veloc-

ity and quarter note IOI 

were highly similar for the 

three performances: they 

all started at a slow tempo 

and with soft dynamics, 

and had considerable cre-

scendi and accelerandi in 

the A section, a diminu-

endo and crescendo in the 

B section accompanied 

by first a highly variable 

tempo and thereafter an 

accelerando, a fast and 

loud return of the A sec-

tion with limited variation 

in tempo and dynamics, 

a soft and slower repeat 

of the theme, and a coda 

that fades away in dynam-

ics and tempo (Fig. 3). This 

global pattern is indicated by arrows at the bottom of Figure 3.

In addition to this global pattern, the IOI profile shows the characteristic 

peaks of phrase-final lengthenings. It shows this at a fairly high density and 

large magnitude, except in the forte return of the A section (A’’). The key veloc-

ity profile shows drops in velocity at most phrase boundaries, but these are 

compensated by strong crescendi in most sections.

Fig. 3. The duration per quarter note and 
the key velocity per quarter note as it varies 
throughout the Skriabin Etude. Separate plots 
for the three performances of the piece. Vertical 
lines indicate section boundaries. Arrows are 
explained in the text.
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4.3.2 Visual Performance Data (layer 3)

The position of the 

head is plotted in Figure 

4 for two dimensions: left-

right (upper panel) and 

backward-forward (bot-

tom panel). The move-

ment of the head was 

especially pronounced 

and especially consistent 

over performances in the 

left-right direction (cor-

relation between p1 and 

p2 and between p2 and 

p3 was 0.79; it was 0.83 

between p1 and p3). The 

backward-forward move-

ment becomes more pro-

nounced for the later per-

formances (p2 and p3). 

The periodic movement is 

relatively fast in the mid-

dle parts of the piece (B and A’’’’) and slower in the outer parts. This suggests 

an intensification towards the middle followed by a relaxation towards the 

end.

4.3.3 Relation between performance data

Correlations between performance measures were calculated to check the 

coherence between measures. Key velocity and IOI are negatively correlated 

(r = -0.51 on average). Velocity of head movement is positively correlated with 

key velocity (r = 0.45 on average) and negatively with IOI (r = -0.25 on average). 

The low correlation between values is partly due to the asynchrony between 

the periodicity of the measures. If peak values (maximum for key and move-

ment velocity and minimum for IOI) per two bars are correlated, agreement 

between movement and sound measures becomes higher. Especially the two 

velocity measures turn out to be highly correlated (r = 0.79 on average for key 

and movement velocity, versus r = -0.38 on average for movement velocity 

and IOI).

Fig. 4. The position of the head plotted per 
quarter note. Upper panel shows left-right posi-
tion (x) and bottom panel the backward-forward 
position (y). Separate plots for the three per-
formances of the piece. Vertical lines indicate 
section boundaries.
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All performance measures show a periodic increase and decrease. To 

check the relation between these periodicities and the musical structure, 

the location of mimima in key velocity, and maxima in IOI, x-position and 

y-position were compared to the location of phrase boundaries. Generally, the 

Skriabin Etude has a local structure of two-bar phrases. The forward and the 

left position of the performer were taken as start/end point for periodicity. 

IOI was most systematically related to the two-bar phrasing of the Skriabin 

piece, followed by key velocity. 55% of the phrase-boundaries were joined by 

a slowing-down in tempo. The other phrase boundaries were directly followed 

by a slowing down in tempo (a delay of 1 quarter note). For the key veloc-

ity, 42% of the phrase-boundaries coincided with a minimum in key veloc-

ity, 15% were anticipated by a minimum and 28% followed by a minimum. 

The period boundaries of the movement of the pianist hardly synchronised 

with the score-phrasing. The location of these boundaries varied greatly with 

respect to the two-bar score-phrasing.

4.3.4 Relation between
Performance and Listeners Data (layer 4)

In this study, we had four hypotheses concerning the communication of 

intensity of emotion in musical performances.

Hypothesis 1 predicts that intensity of emotion is positively correlated 

with backward-forward movement (y). This hypothesis is easily tested and 

contradicted: the correlation between listeners’ indication of intensity of emo-

tion and backward-forward position is negative (r is -0.23, -0.50, -0.29 for p1, 

p2 and p3, respectively). It is also contradicted with respect to the other per-

formance data: y-position is negatively correlated with velocity and positively 

correlated with IOI, which means that the performer moves forward in soft 

and slow passages and backwards in louder and faster passages.

Hypothesis 2 predicts that tempo and dynamics cooperate to commu-

nicate intensity of emotion. This is made problematic by the fairly low cor-

relation between IOI and key velocity and by their different relation with the 

score-phrasing. Instead the performance data suggests a differentiation in 

function between the two expressive means, and tempo strongly communi-

cates phrasing. 

Hypothesis 3 predicts high movement to correspond with intense dynam-

ics and fast tempi. As we have seen in the previous section, dynamics and 

movement velocity agree more strongly than movement velocity and tempo. 

Especially the variation in velocity peaks corresponds. 

Hypothesis 4 relates phrasing to intensity of emotion. A clear phrase end-

ing is predicted to coincide with a release in emotional intensity. 
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A series of multiple regression analyses was carried out. In the first analy-

sis, quarter note IOI, key velocity, and movement velocity were used to predict 

EM. In the second analysis, the same variables were used to predict SM. In 

the third analysis, peak values per hyper-bar were used to predict average 

emotion measure per hyper-bar. All analyses were done directly and with a 

time-delay of one, two and three quarter notes of the performance data with 

respect to the listeners’ data. The best R2 obtained will be reported. These 

were obtained with a delay of either zero or one for SM, and either two or 

three for the EM. 

SM was rather well-predicted by the model, given the Rs2 of 0.34, 0.33, 

0.30 for p1, p2 and p3, respectively. From this model, IOI was the only sig-

nificant variable. In other words, duration was a fairly good predictor of the 

variation in number of participants indicating a section-boundary. More par-

ticipants indicated a phrase-boundary for longer durations.

EM was well-predicted by the quarter note model, but even better by the 

second model that took the peak values per hyper-bar to predict the average 

EM per hyper-bar. The quarter note regression analysis had an R2 of 0.45, 

0.68, 0.50 for p1, p2, and p3, respectively, while the hyper-bar peak value 

regression had an R2 of 0.53, 0.82, and 0.56. Velocity was always the most 

significant variable, and was the only significant variable for the hyper-bar 

peak value regression. For the quarter note regression movement velocity also 

reached significance for p2 and p3, and IOI for p2. All Rs2 are relatively high 

for p2, which suggests that the exaggerated expression of this performance 

increased communication.

As a comparison, the analyses were repeated with x-position and y-posi-

tion as independent movement variables instead of the more general move-

ment velocity variable. The results did not improve or change from this altera-

tion, instead x and y-position did not contribute significantly to any of the 

regressions. 

These results confirm a differentiation between expressive means: tempo 

primarily communicates segmentation, while dynamics communicates emo-

tional intensity. Velocity of the movement is correlated with dynamics and 

may therefore also reflect emotional intensity, but the sounding parameters 

are the main communicative factors. 

The results are suggestive counter-evidence for hypothesis 4. The failure 

of tempo to explain variations in emotional intensity contradicts the theory 

that phrase-final lengthenings cause a release in emotional intensity. There 

is, however, another way in which phrasing and the dynamics of tension and 

release do relate, which is at a higher and more global level. Phrase-final 

lengthenings occur at a high rate and a local scale. At this local scale the rela-

tion is weak. Major phrase boundaries that are indicated by a drop in tempo 

and dynamics are, however followed by a clear release in intensity. Moreover 
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the global variation of dynamics to which the variation in emotional intensity 

is so strongly related is the performer’s way of communication of the overall 

form: the first part is an introduction and builds up to the B section, which 

he considers as the real beginning of the piece. This beginning is again a 

preparation for the first target of the piece: the release of tension in the middle 

of the B section.27 Hereafter, tension builds up towards the dramatic return 

of the theme, which leads via a repeat of the theme in contrasting dynamics 

to the second important target of the theme: the second possible release of 

tension at the general pause. After the general pause, the release is not given 

and all hope is lost. The piece ends most sadly. The pianist most skilfully 

expresses this interpretation in the patterning of dynamics.28 The resulting 

phrasing is over the entire piece, with subdivisions at measures 22 and 36. 

The return of the theme is the culminating point of the piece, whereafter ten-

sion can release. According to the pianist, this tension cannot, however, be 

fully resolved.

4.4 Summary

This study had two aims: (i) individuating which auditory and visual 

cues are most involved in conveying the performer’s expressive intentions 

and (ii) testing the model developed by comparing their performances with 

spectators’ rating of the same musical performances. The auditory and visual 

cues most involved in conveying the performer’s expressive intentions were 

hypothesised to be key velocity, IOI, movement velocity, and the openness or 

contraction of the performer’s posture. In addition, a relation between phras-

ing and emotional tension-release was expected.

The analyses of performance data suggested the opposite relation between 

emotional intensity and the performer’s posture. The pianist leaned forward 

for softer passages and backward for intensive passages. In addition it sug-

gested a differentiation in expressive means, with tempo on one side, and key 

velocity and movement velocity on the other side.

When relating the performer’s data to the listeners’ data, this differen-

tiation in expressive means was confirmed. Tempo communicates phrase 

boundaries, while dynamics is highly predictive for the intensity of emotion 

felt. Emotional engagement correlated strongly with key velocity, which means 

that emotional engagement tended to increase with increase of dynamics and 

decrease at points of softer dynamics. This does not mean that soft passages 

were without emotional tension, but they were points of relative emotional 

relaxation. Hardly any evidence was found for movement cues influencing 

27 See downward pointing arrows in Fig. 3.

28 See arrows in the key velocity panel of Fig. 3.
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listeners’ ratings. The sound seemed to be the primary focus of the partici-

pants, and vision seemed subsidiary. The local phrase boundaries indicated 

by tempo did not lead to a release of emotional intensity. The modulation of 

dynamics over a larger time-span communicates the overall form of the piece 

and, at that level, intensity did increase and decrease within phrases.

5. Applications of Multimodal Expressive Systems: 
the Case Study of Active Music Listening

Music making and listening are a clear example of a human activity that 

is above all interactive and social. However, nowadays mediated music mak-

ing and listening is usually still a passive, non-interactive, and non-context-

sensitive experience. The current electronic technologies, with all their poten-

tial for interactivity and communication, have not yet been able to support 

and promote this essential aspect of music making and listening. This can be 

considered a degradation of the traditional listening experience, in which the 

public can interact in many ways with performers to modify the expressive 

features of a piece.

The need to recover such an active attitude with respect to music is 

emerging strongly, and novel paradigms of active experience will be devel-

oped. By active experience and active listening we mean that listeners are 

enabled to interactively operate on music content, by modifying and molding 

it in real-time while listening. Active listening is the basic concept for a novel 

generation of interactive music systems, which are particularly addressed to 

a public of beginners, naïve and inexperienced users, rather than to profes-

sional musicians and composers.

Active listening is also a major focus for the new EU-ICT Project SAME 

(Sound and Music for Everyone, Everyday, Everywhere, Every Way).29 SAME 

aims at: (i) defining and developing an innovative networked end-to-end 

research platform for novel mobile music applications, allowing new forms of 

participative, experience-centric, context-aware, social, shared, active listen-

ing of music; (ii) investigating and implementing novel paradigms for natural, 

expressive/emotional multimodal interfaces, empowering the user to influ-

ence, interact, mold, and shape the music content, by intervening actively 

and physically into the experience; and (iii) developing new mobile context-

aware music applications, starting from the active listening paradigm, which 

will bring back the social and interactive aspects of music to our information 

technology age.

29 <http://www.sameproject.eu>
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In the direction of defining novel active listening paradigms, we recently 

developed a system, the Orchestra Explorer,30 allowing users to physically 

navigate inside a virtual orchestra, to actively explore the music piece the 

orchestra is playing, and to modify and mold in real-time the musical per-

formance through expressive full-body movement and gesture. By walking 

and moving on the surface, the user discovers each single instrument and 

can operate through her expressive gestures on the musical piece which the 

instrument is playing. The interaction paradigm developed in the Orchestra 

Explorer is strongly based on the concept of navigation in a physical space 

where the orchestra instruments are placed. The Orchestra Explorer is 

intended for use by a single user.

Our novel multimodal system for social active listening, Mappe per 

Affetti Erranti, starts from the Orchestra Explorer and the lessons learned in 

over one year of permanent 

installation of the Orchestra 

Explorer at our site at Casa 

Paganini, and several instal-

lations of the Orchestra Ex-

plorer at science exhibitions 

and public events.

Mappe per Affetti Erranti

extends and enhances the 

Orchestra Explorer in two 

major directions. On the one 

hand it reworks and extends 

the concept of navigation by

introducing multiple levels: 

from the navigation in a 

physical space populated by 

virtual objects or subjects (as it is in the Orchestra Explorer) up to the navi-

gation in virtual affective, emotional spaces populated by different expressive 

performances of the same music piece. Users can navigate in such affec-

tive spaces by their expressive movement and gesture. On the other hand, 

Mappe per Affetti Erranti is explicitly designed for use by multiple users, and 

encourages collaborative behaviour: only social collaboration allows a correct 

reconstruction of the music piece. In other words, while users explore the 

physical space, the (expressive) way in which they move and the degree of 

collaboration between them allow them to explore at the same time an affec-

tive, emotional space.

30 Camurri/Canepa/Volpe 2007

Fig. 5. A group of users interacting with the 
installation “Mappe per Affetti Erranti” at 
the auditorium of Casa Paganini.
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The basic concept of Mappe per Affetti Erranti is the collaborative active 

listening of a music piece through the navigation of maps at multiple levels, 

from the physical level to the emotional level.

At the physical level the space is divided in several areas. The voice of a 

polyphonic music piece is associated to each area. The presence of a user 

(even a single user) triggers the reproduction of the music piece. By explor-

ing the space, the user walks through several areas and listens to the single 

voices separately. If the users stays in a single area, she listens to the voice 

associated to that area only. If the user does not move for a given time inter-

val, the music fades out and turns off.

The user can mold the voice she is listening to in several ways. At a low 

level, she can intervene on parameters such as loudness, density, amount of 

reverberation. For example, by opening her arms, the user can increase the 

density of the voice (she listens to two or more voices in unison). If she moves 

toward the back of the stage the amount of reverberation increases, whereas 

toward the front of the stage the voice becomes drier.

At a higher level the user can intervene on the expressive features of the 

music performance. This is done through the navigation of an emotional, 

affective space. The system analyses the expressive intention which the user 

conveys with her expressive movement and gesture, and translates it in a 

position (or a trajectory) in an affective, emotional space. Like the physical 

space, such affective, emotional space is divided in several areas, each one 

corresponding to a different performance of the same voice with a different 

expressive intention. Several examples of such affective, emotional spaces are 

available in the literature, for example the spaces used in dimensional theo-

ries of emotion31 or those especially developed for the analysis and synthesis 

of expressive music performance.32

Users can thus explore the musical piece in a twofold perspective: nav-

igating the physical space they explore the polyphonic musical structure; 

navigating the affective, emotional space they explore music performance. A 

single user, however, can only listen to and intervene on a single voice at a 

time: she cannot listen to the whole polyphonic piece with all the voices.

Only a group of users can fully experience Mappe per Affetti Erranti. In 

particular, the musical piece can be listened to in its whole polyphony only if 

a number of users at least equal to the number of voices is interacting with 

the installation. Moreover, since each user controls the performance of the 

voice associated to the area she occupies, the whole piece is performed with 

the same expressive intention only if all the users are moving with the same 

expressive intention. Thus, the more users move with different, conflicting 

31 See for example Russel 1980; Tellegen et al. 1999.

32 See for example Juslin 2000; Canazza et al. 2000; Vines et al. 2005.
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expressive intentions, the more the musical output is incoherent and chaotic. 

But the more users move with similar expressive intentions and in a collabo-

rative way, the more the musical output is coherent and the musical piece is 

listened to in one of its different expressive performances.

Mappe per Affetti Erranti can therefore be experienced at several levels: 

by a single user who has a limited but still powerful set of possibilities of 

interaction, by a group of users who can fully experience the installation, and 

by multiple groups of users. In fact, each physical area can be occupied by a 

group of users. In this case each single group is analysed and each partici-

pant in a group contributes towards intervening on the voice associated to the 

area the group is occupying. Therefore, at this level a collaborative behaviour 

is encouraged among the participants in each single group and among the 

groups participating in the installation.

The possibility of observing a group or multiple groups of users during 

their interaction with Mappe per Affetti Erranti makes this installation an 

ideal test-bed for investigating and experimenting group dynamics and social 

network scenarios.

6. Discussion

The modelling of expressive gesture is being accorded growing importance 

from both research and industry communities, even if we can consider it as 

being in its infancy. The main outputs of our research are the definition of a 

unified multimodal conceptual framework for expressive gesture processing, 

the experimental results obtained from the two described experiments, and a 

collection of software modules for cue extraction and processing. The concep-

tual framework proved to be useful and effective in two different scenarios, 

well represented by the two experiments described in the paper.

In the first experiment, we focused on the communication of basic emo-

tions from a dancer to the audience, while in the second experiment we 

focused on the mechanisms that possibly cause emotional engagement in 

the audience.

The dance experiment can be considered as a first step and a starting 

point toward understanding the mechanisms of expressive gesture commu-

nication in dance. A collection of cues that have some influence in such a 

communication process was individuated, measured, and studied. A first 

attempt of automatic classification of motion phases was carried out and 

some results were obtained (e.g., an average rate of correct classification 

which was not particularly high, but well above chance level). Some direc-

tions for future research have also emerged. For example, other classification 

techniques could be employed and their performances compared with what 
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we obtained with decision trees. Some aspects in dance performance that 

were only marginally considered should be taken into account. In particular, 

aspects related to rhythm should be further investigated. Expressive cues 

such as impulsiveness and fluency should be further worked out. Moreover, 

perceptual experiments would be needed to empirically validate the expres-

sive cues extracted.

The music experiment can be considered as a first step towards the 

understanding of the relation between movement and sound parameters of a 

performance, their expressive forms and functions, and their communicative 

function for spectators. A next step should involve a larger variety of perform-

ances and a larger collection of calculated cues, and cues should be fitted 

to the responses of individual spectators in order to get a deeper as well as 

broader understanding. 

Expressive multimodal systems open a novel range of applications. At the 

end of this chapter we focused on an application in the field of active music 

listening.
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